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ABSTRACT:

Thi s docunent considers conmunication between Photonic Cross Connects (PXC) with
Opto-electronic line systens as an application that notivates the need for Optical
Link Interface (O.l) or Virtual Backplane Interface (VBI).
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1. Motivation for OLI/VBI

A recent ANSI contribution [1] requested to present the applications that require
ALl (Optical Link Interface, [2]) or VBl (Virtual Backplane Interface, [2]). In
this docunent we present an application that notivates such interfaces and then
di scuss different cases where a protocol supporting O.I or VBI may be useful.
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Figure 1 A typical PXC and OEO Line System inter-working scenario with the
depiction of different fault conditions

Appl i cation:

Figure 1 presents typical optical domain segments that contain Photonic Cross-
connects (an all optical device (0O00), an Opto-electronic line system (typically
an CEO DWDM equi prent) and ot her optical devices (e.g., optical amplifiers). Such
a scenario is greatly enhanced, when an interface with an OEO device is used to
provide fault notification. The addition of this capability will reduce reporting
times and thereby inproving overall fault restoration tines.

Di fferent Cases:

In Figure 1 we present different failure or degradation conditions that can
trigger restoration activities of a connection. These faults and degradati ons are:

- Fault or degradation due to path (Optical Amplifier, fiber etc.)

- Fault or degradation due to DeMux (De-Miltiplexer)

Fault or degradation due to the |inks between DeMix and PXC

- Fault or degradation due to PXC

- Fault or degradation due to |inks between PXC and Mux (Multipl exer)
- Fault or degradation due to Mix
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Case (i) Upstreamelectrical faults/degradations that a PXC cannot detect

A PXC cannot detect upstream degradati ons such as excessive BER (Bit Error Rate)
or LOF (Loss O Frame) that can only be detected in the electrical domain. These
degradations could have originated at locations A, B, or G in the above figure.
Al so upstream failures such as Loss O Light (LO.) cannot be detected by a PXC if
t he DeMux generates a downstream SONET or SDH AIS frane. Therefore to nonitor and
conmuni cate the failures and degradations that are not visible to a PXC, one needs
an open interface protocol (WOLI) between the upstream CEO devices such as DADM
equi prent and OOO devi ces such as PXCs.

Case (ii) Downstream faults/degradations that can be rectified by PXC

Failures or degradations at E or F that can be detected by Mix may be solved by
the upstream PXC. |If such failures are not communicated to the PXC, it may take
longer tinme to report via LMP (Link Managenent Protocol, [0]) |like protocols.
Hence to inprove connection restoration tinmes an open interface protocol (E- QL)
bet ween the downstream OEO devi ces such as DWM equi prent and OOO devi ces such as
PXCs.

Case (iii) OQhers

A comuni cation between Mix or DeMux with a PXC rmay provide other benefits such as
provisions for non-real tine fault analysis, communicating the PXC invisible
resource mappings (such as fiber to connection relationship) to the PXC which in
turn can be used for better provisioning, and an infrastructure to use for
conmuni cating the client layer information to the server |ayer equipnent.

2. Non-Goals

The goal of the exanple presented here is rapid and reliable notification of
failures and to enable fault isolation to a switching point so that a recovery can
be initiated. Isolating a failed component is not a goal of the OLI/VBI
pr ot ocol s. Once the existing connections have been recovered, faulty conponents
can be located by off-line diagnostics or test mnethods.

Al though primary applicability of QLI protocols is for all-optical devices, this
does not exclude other applications. In the future these same concepts and
protocol s can be extended for other client-server |ayers.

3. Conclusions

In this docunent, we presented an application that could benefit from OLI/VBI
rel ated standardizations. Many failure or degradation cases that require such a
conmmuni cation to provide better fault restoration times are di scussed.
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