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Abstract:

In a connectionless network, the internmediate systenms (such as
switches or routers) have very little information about active
sources and so they cannot comunicate directly to the source its
share of the available resources. Therefore, the sources have to
i ncrease or decrease their |oad based on sinple indication, such
as overload or wunderload (using a binary feedback) fromthe
switches. In a connection-oriented network, on the other hand,
the switches have a lot nore infornation and so there is no need
for sources to do a long search using limted (one-bit) feedback

A schene that |lets sources quickly adapt to the correct rates is
descri bed.
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Notice: This contribution has been prepared to assist the ATM
Forum It is offered to the Forumas a basis for discussion and
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is not a binding proposal on the part of any of the contributing
conpani es. The statenments are subject to change in form and
content after further study. Specifically, the «contributors
reserve the right to add to, anend or nodify the statenents
cont ai ned herein.
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| NTRODUCT! ON

In the past decade, the DECbit schenme has beconme very popul ar due
primarily to its sinmplicity. The scheme requires the swtches to
nonitor their load and set a bit in the packets if overloaded.
The end-systens nonitor the sequence of bits returned fromthe
networ k and adjust their |load up or down.

The original DEChit schenme was inplenmented i n DECnet Phase V for
wi ndow based flow control. | SO transport and connectionl ess
network | ayer protocol (CLNP) standards contain nmechanisms to
allow sources and networks to adjust the |oad using binary
feedback. Several rate-based versions of the schenme have been
devel oped and are used in frame-relay and fast packet networks.

The Explicit Forward Congestion Notification (EFCN) schenes
envisioned for ATM networks are also based on the eventua

adopti on of sone binary feedback scheme for ATM networks. In
fact, the rate-based schenme currently being considered by the
traffic managenent group is based on concepts originating from
the DECbit scheme work.

The DECbit scheme was designed to solve congestion problens for
connectionl ess networks. The problem for connection-oriented
networks is sinpler. |In particular, the switches have a lot nore
i nformati on about the flows and can provide nore information than
was possible in connectionless environnment of DECbit.

The scheme described in this contribution has been designed
special ly for t he connection-oriented envi ronnent . In
particular, the switches provide an explicit feedback about the
rate at which the source should send its data traffic. The
schenme as described here is based on the Master's Thesis work of
Anna Charny at MT and was originally fornmulated in the context
of packet switching. However, it can be easily adapted for the
use in ATM networ ks.

OVERVI EW OF THE SCHEME

In the original packet-swi tching version of the scheme the data

packet s contain control i nformation used for congestion
managenent. In the ATM environnent special resource nanagenent
cells can be used for this purpose. In what follows we refer to

these cells as "control cells".

Control cells contain two special fields. The first field is one
bit long and is called "Reduced bit". The second field is
several bits long and contains a rate estinmate, which wll be
referred to as "stanped rate." Each switch nonitors its traffic
and calculates its avail able capacity per flow This quantity is
called the "advertised rate".

The source puts its current rate estimate in the stanped-rate
field and clears the reduced-bit. Initially, the stanped rate is
sinply the desired rate of the source. The switches conpare the
"stanped rate" with their "advertised rate"

If the "stanped rate" is higher than or equal to the "advertised



rate", the stanped rate is reduced to the "advertised rate" and
the reduced-bit is set. |If the stanped rate is Iless than the
advertised rate, the switch does not change the fields of the
control cell.

VWhen the control cell reaches the destination, the "stanped rate"
contains the mnimumof the source's rate estimate (at the tine
the control cell was sent) and the best rate that the flow is
allowed to have by the switches inits route. The destination
sends the control cell back to the source. After a full round
trip, the setting of the reduced bit indicates whether the flow
is constrained along the path. That is, if the reduced bit is
set, the rate is limted by sone switch in the path and cannot be
increased. In this case the source adjusts its rate to the
"stanped rate" of the control cell. |If the reduced bit is clear
the source can increase its rate estimate and as a result its
"stanped rate" is increased to its desired val ue.

Note that the value of the "stanped rate" the source wites in
the control cell does not have to reflect the actual transm ssion
rate at all tinmes. In particular, if the desired value is
unknown or very large, the actual transmssion rate is not
i ncreased when the reduced bit is clear, while the "stanped rate"
is set to the large value. |If the reduced bit is set, however,
the actual transmi ssionrate can be adjusted to be the sane as the
"stanped rate". Wen all flows stabilize to their optinal rates
the reduced bit will always be set when a contol packet returns
to the source. The advertised rate of the switches varies as new
flows are started or the old flows are closed. However, at al

times, the switches attenpt to give all available capacity fairly
to all flows. The response is fast since the sources conme to
know the rate of the tightest bottleneck in one round-trip del ay.
If there is only one bottleneck (or several bottlenecks wth
identical per flow capacities), one roundtrip is sufficient for

all sessions to obtain their optinal rates. |If there are severa
bottl enecks of different bottleneck capacity, then additiona
roundri ps can be required for sessi ons shari ng t he

"hi gher-bandwi dt h" bottl enecks to recapture the capacity unused
by sessions constrained by "tighter" bottl enecks.

The switches nmaintain a list of all of its flows and their |[ast
seen stanped rates. All flows whose stanped rate is higher than
the switch's advertised rate are considered "overloading flows."
Simlarly, flows with stanped rate bel ow the advertised rate are
called "underloading flows." The under | oadi ng fl ows are
bottl enecked at sone other switch and, therefore, cannot use
addi tional capacity at this switch even if avail abl e.

The capacity unused by the underloading flows is divided equally
anong the overloading flows. Thus, the advertised rate of the
flows is calculated as foll ows:

total capacity-sum of bw of underl oading fl ows
Advertized rate = --- - cm o e
total no. of flows - no. of underl oading flows

More specifically, upon receipt of a new control «cell wth the
"stanped rate" below the current "advertised rate", the switch
prelimnary marks the flow as underl oading. Then, the advertized
rate is calculated as shown above. However, it can be the case
that after this calculation sone flows that were previously
underloading with respect to the old advertised rate can becone
overloading with respect to the new advertized rate. In this
case these flows are re-nmarked as overflow ng and the advertised
rate is recalcul ated once nore. |t can be shown that the second



recalculation is sufficient to ensure that any flow marl ked as
under | oadi ng bef ore t he second reacal cul ati on remai ns
underloading with respect to the newy calcul ated advertised
rate.

Sone sources cannot use additional bandw dth for sone reason

For exanple, if the source itself is a bottleneck. In that case,
it starts the packet off with the "reduced bit" set. In this
case, subsequent switches in the path cannot increase the rate
but they can still decrease the rate.

PROPERTI ES OF THE SCHEME

1. There are no oscillations. The sources get to the fair share
of the tightest bottleneck rate in their route within one
roundtrip delay and then converge to the final optimumrate in
a bounded and predictable tine. If there is only one
bottl eneck in the network, one roundtrip delay is sufficient
to obtain the final optimal rates. Once the optimal rate is
reached, the sources stay at that rate until bandwi dth supply
or demand changes.

2. The initial rate does not have a significant inpact. The
sources can start at their link rate. The overload wll [ ast
for only one round trip. In a bit-based schene, severa

roundtrips are typically required to reduce to the right
bottl eneck rate even for a one-bottl eneck network, since the
i nfornati on provided to the sources is a binary value, and the
sources have to be conservative in their action to increase or
decr ease.

3. Each conputation of advertised rate may require nore than one

iteration. In particular, if an additional bit per flowis
used by the switches to retain nenmory of whether a flow was
previously consi dered under | oadi ng, t hen at nmost two
reconmputations are required to obtain correct value of the
advertised rate. However, if the engineering choice is made

not to maintain the bit per flow to retain the nenory of
whet eher a particular flow was previously underl oadi ng, then
the correct advertised rate can still be calculated. In this
case several iterations may be needed. The latter approach is
simlar to the calculation of fair allocation of the Sel ective
Bi nary Feedback Schene presented in [ SBF].

4. Policing msbehaved sources is easy. Since the rate feedback
is explicit, the entry gateways can nonitor the stanped val ues
and enforce for admission control

5. The scheme is particularly suited for connection-oriented
networks, when there is only one route for a particular flow
However, the schene can also be used if the route is allowed
to change, as long as these changes do not occur often

6. The scheme is shown to converge to correct optimal rates from
any initial conditions on the flowrates and the state of the
switches. This nakes the schene extrenmely robust in the
peresense of any past errors, control cell |oss and dynamc
changes in network | oad.

SI MULATI ON RESULTS

In the forumpresentation, we will present sinulation results for
a nunber of cases. All these results are also described in the
M T Techni cal report [Charny94]. The report is available by

sendi ng email to charny@ac. enet.dec. comor by requesting it from



the MT library.
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