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Abstract:

An explicit rate indication schene for congestion avoidance in
ATM networ ks is proposed. The sources nonitor their |oad and
provide the information periodically to the switches. The
switches, in turn, conpute the load |level and ask the sources to
adjust their rates up or down. The schene achieves high link
utilization, low delay, fair allocation of rates anpbng contendi ng
sources, provides quick convergence and works for bursty traffic.
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Noti ce: This contribution has been prepared to assist the ATM
Forum It is offered to the Forumas a basis for discussion and
is not a binding proposal on the part of any of the contributing
organi zations. The statenents are subject to change in form and
content after further study. Specifically, the contributors
reserve the right to add to, amend or nodify the statenents
cont ai ned herein.
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| NTRODUCT! ON

Thi s schene devel oped at The Chio State University (OSU) is also
an explicit rate indication scheme simlar to the MT schene
[1,2]. However, it does not necessarily require the switches to
renmenber the rates of all VCs. Thus, the niniml storage

requi renents as well as the conputational conplexity becones
order one, (1), that is, the conmputation or storage does not
change as the number of VCs is changed. Also, it uses the exact
overl oad as neasured at the switch to determne the allowed rate.

FEATURES OF THE OSU SCHEME

The OSU schenme has the follow ng desirable features:
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1. It provides high throughput. The bottl eneck utilization can be
nmade close to 90-99% The target utilization band (TUB) is
actually a paraneter set by the switch owner.

2. The oscillations are bounded. Once the systementers the TUB
it stays in the TUB trying to achi eve fairness

3. The delays are mininum The steady state queue lengths are
close to 1 resulting in mninmm possible del ay.

4. The OSU schene is a congestion avoi dance schene in the sense
that the scheme provides high throughput and | ow delay. Also, the
net wor k operating point does not becone suboptinal as the nore
nmenory is added to the switches.

5. The actual overload neasured at the switch is used. Thus, any
unused capacity, which is not used by sources to whomit has been
al | ocat ed becones avail abl e for other sources.

6. The schene WORKS for bursty traffic.

7. The nunber of paraneters has been kept small. The only
paraneters are the target utilization band and the | oad averagi ng
i nterval

8. The schene is not very sensitive to paraneter values. Slight
m stuni ng of these paraneters does not cause instability in the
net wor k.

9. The paraneters are easy to set. Both target utilization band
and averaging intervals have intutitive meaning and can be easily
set by unskilled network operators.

10. The schene requires only order one Q1) conputation. In the
nost basic formof the schene, only the rate of the current VCs
is used and so the conmputation does not increase as the nunber of
VCs is increased.

11. Bipol ar feedback is used. The sw tches can increase or
decrease the rate. Additional round-trip for increase is
avoi ded.

12. Fairness is achi eved without any per-VC scheduling, such as,
round-robin or fair-queueing.

13. A backward congestion notification (BECN) option is provided.
It is not required for proper operation but helps in sone cases.

14. A precision fairness conputation option, in which, the rates
of all sources are used in conmputing the feedback, in a nanner
simlar to that in the MT schenme has al so been desi gned. Again
this is not required for proper operation but mnimzed
oscill ati ons.

THE OSU SCHEME

In the OSU schene, the sources nmonitor their average | oad and
periodically send control cells that contain the |oad

i nformation. The switches nonitor their own [oad and use it in
conbination with the information provided in the control cells,
conpute a factor by which the sources should go up or down. Like
the MT Schenme, the control cell is returned by the destination
to the source, which then adjusts its rate as instructed by the
networ k. The key difference betwen the OSU schene and the ot her
explicit rate schenes is the way the load is neasured and rate



adj ustment factor is conputed.
The Control Cell (RM Cell) contains the followi ng fields:

Transmitted cell rate (TCR). This is the inverse of the inter-cel
transm ssion time.

The O fered Average Cell Rate (OCR) as neasured at the source

Rat e Adjustment Factor (initially 0)

Averaging interval (initially 0)

The direction of feedback (backward/forward)

Ti mestanp containing the time at which the control cell was generated
at the source

oukwN =

The last two fields are used in the backward congestion
notification option and need not be present if that option is not
used. O her fields are explained later in this sections.

THE SOURCE ALGORI THM

The source al gorithm consists of three conponents:

1. How often to send control cells

2. How to neasure the offered average cell rate

3. How to respond to the feedback received fromthe network

These three questions are answered in the next three subsections.
CONTROL CELL SENDI NG ALGORI THM

The control cells are sent periodically every T interval

Al t hough it could be done by the cell count, using interval

all ows the schene to work on networks with widely varying link
speeds. The network nanager sets the averaging interva
parameter for each switch. The maxi mum of the averaging interva
along a path is returned in the control cell. This is the
interval that the source uses to send the control cells.

During an idle interval, no control cells are sent. If the source
neasures the OCR to be zero, then one control cell is sent,
subsequent control cells are sent only after the rate becones
non- zero.

MEASURI NG THE OFFERED AVERAGE LOAD

Unl i ke any ot her schene proposed so far, each source al so
nmeasures its own | oad. The nmeasurnent is done over the sane
averaging interval that is used for sending the control cells.
Notice that there are two separate paraneters: transnitted cel
rate and offered average cell rate. The first is the

i nstantaneous cell rate during burst transnissions. The cells are
sent equally spaced in tine. The inter-cell time is conputed
based on the transnmitted cell rate. However, the source may be
idle in between the bursts and so the average cell rate is
different fromthe transmitted cell rate. This average is called
the of fered average cell rate and is also included in the cell.
Notice that TCRis a control variable (like the knob on a faucet)
while the OCR is a neasured quantity (like a neter on a pipe).

Normal |y the OCR should be |l ess than the TCR, except when the TCR
has just been reduced. In such cases, the the nmaxi mnum of current
TCR and OCR is put in the TCR field.
I n other words,
TCR in Cell <- max{TCR, OCR}

RESPONDI NG TO NETWORK FEEDBACK



The control cells returned fromthe network contain a "l oad
adjustment factor" along with the TCR The current TCR may be
different fromthat in the cell. The source conputes a new TCR
by dividing the TCRin the cell by the |oad adjustnment factor in
the cell

TCR in the Cel
Load Adjustnent Factor in the Cel

If the load adjustnent factor is nore than one, the network is
asking the source to decrease. If the new TCRis |less than the
current TCR, the source sets its TCR to the new TCR val ue.
However, if the new TCRis nore than current TCR, the source is
al ready operating below the network's requested rate and there is
no need nmake any adjustnents.

Simlarly, if the | oad adjustnent factor is | ess than one, the
network is permitting the source to increase. If the current TCR
is below the new TCR, the source increases its rate to the new
val ue. However, if the current TCR is above the new TCR, the new
value is ignored and no adjustnent is done.

THE SW TCH ALGORI THM
The switch al gorithm consists of the foll owi ng components:

1. How to neasure the avail able capacity
2. How to achieve efficiency
3. How to achi eve fairness

These issues and others arising fromthese are di scussed next.
MEASURI NG THE CURRENT LQAD:

This consists of sinply counting the nunber of cells received
during a fixed averaging interval. The interval is set by the
net wor k manager. Based on the known capacity of the link, the
switch can conmpute the |load | evel and determ ne whether it is
over| oaded or underl oaded.

Since running a link at full |oad generally results in |large
gueues, it is best to target the link utilization at close to but
not quite at 100% To achieve this the network manager selects a
target utilization, say 90% Whenever the input rate is nore than
90% of the nominal capacity, the link is said to be overl oaded
and whenever the utilization is less than 90% the link is said
to be underl oaded. The link cell rate when the network is
operating at the target utilization is conputed:

Target UWilization X Link bandwi dth in Mps
Target Cell Rate = ------mmm oo
Cell size in bits
The current load level is then given by:

Nunber of cells received during the averaging interval
Current Load | evel = -- oo oo
Target Cell Rate X Averaging Interval

ACHI EVI NG EFFI Cl ENCY

To achieve efficiency, all we need is to replace the |oad
adj ustnent factor in each control cell by the nmaxi num of the the



current |load |l evel and the | oad adjustnent value already in the
cell

Load Adjustnent Factor = max(Load Adjustnent Factor in the cell
Current Load Level in this Switch)

This sinple algorithmis sufficient to bring the network to
efficient operation within the next round trip. However, the

al l ocation of the avail abl e bandwi dt h anong cont endi ng VCs nay
not be fair. To achieve fairness we need to nmake use of the other
information in the control cells as discussed |ater

COUNTI NG THE NUMBER OF ACTI VE SOURCES:

Like the MT scheme, the switches in our scheme may al so remenber
the rates declared by various sources and use themin conputing
the fair share. However, there are two differences. First, the
rates declared by the sources are "Ofered Average Cell Rates
(CCRs)" and not the desired cell rates, which may or nmay not be
related to the actual rates. Secondly, in the sinplest version of
our scheme rates of all sources are not required. All we need is
t he nunber of active sources, which can be counted either by
counting the nunber of sources with non-zero OCRs or by marking a
bit in the VC table whenever a cell froma VCis seen. The bits
are counted at the end of each averaging interval and are cl eared
at the begi nning of each interval

ACHI EVI NG FAI RNESS: The TUB Al gorithm

In resource allocation, the top priority is to bring the network
to efficient operation. Once the network is operating close to
the target utilization, we need to take steps to achieve
fairness. The network nmanager declares a target utilization band
(TUB), say, 90+-9%or 81%to 99% Wenever the link utilization
isin TUB, the link is said to be operating efficiently. As wll
be seen later, it is better to express TUB in the U (1+- Delta)
format, where Uis the target utilization level. For exanple,
90+-9% i s expressed as 90(1+- 0.1)%

G ven the nunber of active sources, the fair share is conputed as
fol | ows:

Target Cell Rate
Fair Share = ---------mmmmmaa o
Nunber of Active Sources

To achieve fairness, we treat the underl oadi ng and overl oadi ng
sources differently. Underl oadi ng sources for our scheme are

t hose sources that are using less than the fair share. Wile
overl oadi ng sources are those that are using nore than the fair
share.

If the current load level is z, the underloadi ng sources are
treated as if the load level is z/(1+Delta) and the overl oadi ng
sources are treated as if the load level is z/(1-Delta). Here
Delta is the half-width of the TUB. We call this "the TUB
algorithm™

If the OCRin the control cell is less than the fair share, the
| oad adjustment factor in the cell is changed as foll ows:

Load Adjustnment Factor = max(Load Adjustnment Factor in the cell, z/(1+Delta))

On the other hand, if the OCRin the control cell is nore than
the fair share, the | oad adjustnment factor in the cell is



adjusted as foll ows:

Load Adjustment Factor = max(Load Adjustment Factor in the cell, z/(1-Delta))

We have proven that this algorithm guarantees that the system
consi stently noves towards nore fair operation. Al so, once inside
the TUB, the network remains in the TUB unl ess the nunber of
sources or their | oad pattern changes. In other words, TUB is a
““closed' ' operating region. These statements are true for any
val ue of Delta less than 0.5.

If Delta is small, as is usually the case, division by 1+Delta is
approxi nately equivalent to a nultiplication by 1-Delta and vice
ver sa.

THE DESTI NATI ON ALGORI THM

The destination sinply returns all control cells back to the
source.

SI MULATI ON RESULTS:

We have done extensive simulation testing of the scheme [3]. The
results will be presented partly in this forumneeting and then
in the Novenber neeting.

OTHER OPTI ONS

The basi c schene as described above is sufficient to bring the
network to optinmal and fair operation under all circunstances.
However, the performance can be inproved by a nunber of

ext ensions. These extensions will be the subject of a future ATM
Forum contri buti on.
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