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Abstract:

Bursty traffic introduces idle times in the traffic pattern and this
has interesting effects on the source rules. We exanmine this through a
definition of a new bursty nodel and a new netric.
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Noti ce: This contribution has been prepared to assist the ATM Forum
It is offered to the Forumas a basis for discussion and is not a

bi ndi ng proposal on the part of any of the contributing organizations.
The statenents are subject to change in formand content after further
study. Specifically, the contributors reserve the right to add to,
anmend or nodify the statenents contai ned herein.
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Most of the data traffic on computer networks is expected to be
bursty. The clients generally send a request to the server. The
server responds and then the clients waits for a sone tine before
sendi ng the next request. This type of traffic is very different from
infinite source traffic that has been studied widely in the traffic
managenent group. Qur goal in this study was to see how bursty

sour ces behave under current TM 4 rul es.

We define a new "closed | oop" bursty traffic nodel. The nodel consists
of cycles and in each cycle a source sends a set of requests and
receives a set of responses fromthe destination. The next cycle
begins after all the responses of the previous cycle have been
received and an inter cycle time has el apsed. There is a gap between
successive requests. It is called inter-request time. The request
contains a bunch of cells sent back to back by the source at PCR The
adapter controls the output rate to ACR however.
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The nodel as presented above represents Wb traffic, transaction
oriented traffic, or request-response traffic. The nodel is "cl osed

| oop" in the sense that the rate at which cycles (and hence requests)
are generated depends upon the responsivity of the network. If the
network i s congested, the response take longer tine to cone back and

t he sources do not generate new requests until the previ ous ones have
been responded. This is nore realistic than an "open | oop" nodel where
bursts are generated at a fixed rate regardl ess of the congestion in

t he network.

We nust point out that the packet train nodel [1] used previously to
nodel bursty behaviour is an open |oop nodel. This nodel has the
source sending out cars (having back to back packets) with an inter-
car time and trains having an inter-train tinme. But, the source does
not wait for any response fromthe destination

There has been a tremendous growh in client-server traffic (like NFS
request/responses), WWVtraffic (using applications |ike xnpbsaic and
net scape) and interactive gamng traffic. Qur closed | oop nodel is
directed to capture such traffic patterns and their aggregates.

Qur main reason for exam ning bursty sources was to see if there is

t hr oughput degradation due to idle periods between bursts. The
interaction of such idle periods with the tineout nmechanisns |ike TOF
and Xrm needs to be studied. During idle periods, a source may be
treated as a low rate source and the effects of ICR, TCR and
reschedul i ng are pronounced.

In addition to the usual metrics of ACR, queue |lengths, utilization
Cells received per VC at destinations we use two additional netrics to
characterize the perfornmance of bursty sources. These are: Burst

Thr oughput and Average Burst Throughput. The new netrics capture the
response during the burst periods ignoring the idle periods.

# cells in burst
Burst throughput = -----------mmm
exit _tinme(last_cell _of burst) - exit time(first_cell _of burst)

sigma_i (# cells in burst_i)
Avg Burst Throughput = -------mmmm o
sigma_i( exit_tinme(last_cell _of burst_ i) - exit_time(first_cell_of _burst_i) )

Not e: The avg burst throughput is not the sane as 1/n * signma (burst_throughput i)

The paraneters of the nodel are the request size, the inter-request
time, the response time (latency fromthe time the request is received
till the corresponding response is sent), the response size, the cycle
size (nunber of requests per cycle), and the inter cycle tine.

Note that the inter response tine (not a paraneter) is a function of
the inter-request size and network congestion. The tine between the
start of cycle_i and cycle (i+1) is also a function of the inter
request tines, the network RTT and the network congestion. Interesting
situations arise as the request and response sizes (in terns of tine)
are in the range of RTT. Initially we consider sinple cases where
cycle size is 1.

W will present simulation results at the Forum neeti ng.
[1] R Jain and S. Routhier, " Packet Trains - Measurenment and a new
nodel for conputer network trafic,'' {\mI|EEE Journal of Selected

Areas in Conmunications,} Vol. SAC-4, No. 6, Septenber 1986,
pp. 986-995. Reprinted in Amit Bhargava, Ed., " Integrated Broadband



Net wor ks' ' Artech House, Norwood, NMA, 1990.





