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Abstract:

This contribution proposes several perfornmance netrics for
conparing ATM switches. This is the first such contribution in
response to the decision in the Cctober 1995 neeting of the Test
group, where it was decided that benchmarking will be addressed
by the group. The goal of this contribution is to begin the

di scussi on.

Since the netrics to be addressed i nclude several related to
traf fic managenent, it is being distributed to TM group as well.
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Notice: This contribution has been prepared to assist the ATM
Forum It is offered to the Forumas a basis for discussion and
is not a binding proposal on the part of any of the contributing
organi zati ons. The statenments are subject to change in form and
content after further study. Specifically, the contributors
reserve the right to add to, amend or nodify the statenments

cont ai ned herein.
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SUMVARY COF OCTOBER 1995 DI SCUSSI ON:

Per f ormance benchmarking is related to user perceived perfornance
of ATM technol ogy. For the success of ATMtechnology, it is

i mportant that the performance of existing and new applications
be better than that on other conpeting networking technology. In
ot her words, goodness of ATMw Il not be neasured by cell |evel
per formance but by performance perceived at higher |ayers.

Most of the Quality of Service (QS) netrics, such as cell
transfer delay (CTD), cell delay variation (CDV), cell loss ratio
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(CLR), and so on, nay or may not be reflected directly in the

per f or mance perceived by the user. For exanple, while conparing
two switches if one gives a CLR of 0.1% and a frame loss ratio of
0.1% while the other gives a CLR 1% but a frame |loss ratio of
only 0.05% the second switch will be considered superior by many
users.

ATM Forum and | TU have standardi zed the definitions of QoS
nmetrics. W need to do the same for higher |evel performance
netrics. Wthout a standard definition, each vendor will use
their own definition of comon nmetrics such as throughput and
latency resulting in a confusion in the market place. Avoiding
such a confusion will help buyers eventually |leading to better
sales resulting in the success of the ATMtechnol ogy. Based on

t hese thoughts, the testing working group, in its Cctober 1995
neeting at Honol ul u, decided to add performance benchnarki ng, as
a wrk itemto its agenda [Jain].

I NTRODUCTI ON

In order to start the discussion on perfornance benchmarki ng, we
are offering this contribution on benchmarking of sw tches. W
hope that this will encourage others to bring in differing

t houghts on this and other related topics such as benchmarki ng of
network interface cards (NI Cs) and other interconnecting devices.

In this proposal, we have gathered i deas from several sources

i ncl udi ng those fromthe Internet Engineering Task Force (IETF)
benchmar ki ng group [Bradner, RFC1242] and a few published papers
on neasured performance of switches [See bibliography]. The key
goal s of this proposal are:

1. To extend the benchmarking to all classes of service. Mny
past performance measurenments concentrated on CBR service. W
need to extend those to real tinme VBR non-realtine VBR, ABR and
UBR.

2. To enphasi ze the end-user viewpoint where-ever possible. For
exanpl e, data traffic my use UBR or ABR service class. Sone ATM
networks (switches) nmay of fer one or both classes. The user my
care nmore for the application throughput rather than the
under | yi ng nmechani sm used. The performance is, therefore,
neasured on several alternative protocol stacks.

3. To enphasize frame level netrics rather than cell |evel
nmetrics. Mdst of the past neasurenents have concentrated on cel
| evel nmetrics.

4. To consider performance of network nanagenent, connection
setup, along with normal data transfer. Mst of the past
neasur enents have enphasi zed cell transfer throughput traffic.

RESTRI CTI ONS

This being the first proposal, is limted in several respects:

1. This particular proposal concentrates on the data traffic (ABR
and UBR service classes) since that is expected to be the bul k of
traffic on ATM networks initially. Qther service classes will be

added | ater.

2. Only performance netrics are discussed here. For benchmarking,
we also need to identify test configurations, traffic patterns



(application behaviors), and applications. These issues will be
addressed |l ater. For exanple, user applications nay include
renote di sk server using protocols like NFS, renote di sk backup
systens |i ke RDUVP, renbte tape access systens, TELNET, FTP and
\EB.

3. The perfornmance can be neasured at several |ayers (above ATM
| ayer), for exanple, network (e.g., IP), transport (e.g., TCP),
application (e.g., FTP). At each |ayer, several alternative
stacks are possible. For exanple, IP can use "C assical |IP over
ATM' (RFC 1577) or "LAN Enulation (LANE)." At this stage we are
not limting to any particular |ayer or stack and are defining
terns that are applicable to nultiple layers and nultiple stacks.
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Figure 1 - Exanples of neasurenent alternatives

4. Test Configurations: Al though, we'll be using
the following configuration as an aid to explain the performance
metrics, nore thought needs to be given to devel op exact test
configuration.
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Figure 2 - A Sanple Test Configuration

The configuration consists of two ATM swi tches connected by an
ATM link (155 Mops). Hosts are connected to each of the swi tches
and coul d represent an Ethernet LAN. The traffic generated wll
be bidirectional data traffic and specifically ABR and UBR wil |
be used to create a realistic situation

PERFORMANCE METRI CS

We propose that the metrics be grouped as foll ows:
- Ceneral netrics
- Protocol -Stack specific nmetrics
- Traffic Managenent netrics
- Networ k Managenent netrics

General Performance Metrics : These netrics apply to nost ATM
networ ks and are not protocol specific. The tests for these
metrics effectively characterize the basic features of the
switch.

Prot ocol - Stack Specific Metrics : These nmetrics apply to
particul ar protocol stacks and need only be neasured and tested
if particular protocols are being used. Exanples, of such
protocol s are RFC1577 and LANE, as discussed earlier

Traffic Managenent Metrics: These neasure ability of the swtches
to avoid overload and to efficiently and fairly resolve
contention anbng various VCs when there is overl oad.

Net wor k Management Metrics : These netrics are defined to aid
characterization of the switch in responding to network
managenment requests.

Sone of the discussion belowis fromRFC 1242 and its current
version (an internet draft) [Bradner]. W are of course, open to
conment s, suggestions, and discussion, about applicability (or
nonapplicability) of these netrics to ATM technol ogy.

GENERAL PERFORMANCE METRI CS

1. Throughput : The maxi mumrate at which none of the frames are
dropped by the ATM switch is the throughput wthout |oss.
Essentially we are | ooking at the behavior of a perfect switch
which works with an efficiency of 100%

Data traffic (ABR'UBR) is passed through the switch and then the
frames that are transmitted by the switch are counted. The | oad
can be varied and efficiency cal cul ated at each | oad. If the

i nput and the output count are the sane then the load is

i ncreased and the test is conducted again. The t hroughput

wi thout loss is the highest |oad at which the count of the output
frames equal s the count of the input franes. A graph of load vs
t hroughput can be shown. I nstead, the [oad can be kept constant
and the frame size can be varied and its effect on the throughput
can be studied.

% Thr oughput = (Qutput count/ Input count) * 100

A nmodel graph of load vs throughput woul d be:
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Figure 3 - Gaph of %throughput vs | oad

2. Frame loss rate : Percentage of franes that should have been
forwarded by the switch under steady state traffic that were not
forwarded due to | ack of resourses.

Thi s measurenment reports the perfornmance of the switch at an
over| oaded state. The device might |ose franes that contain
routing information and this may further reduce the performance
as nore franmes need to be retrasnmitted. The frame errors could
be CRC errors and/ or cell termnation errors.

Frame | oss rate = ((input_count - output_count) * 100) /
i nput _count

The first trial should be run at the |oad that corresponds to
100% of the maxinumrate for the frame size. The load is
progressively decreased by 10%until there are two successive
trials with no frame | oss.

The results of the frane | oss test should be reported as a graph
of %I oss vs |oad.

3. Back-to-Back Burst Size: Fixed length frames presented at a
rate such that there is the mninmum | egal separation between
frames over a short to medium period of tinme, starting froman
idle state. This determ nes buffering capabilities of the ATM
switch in hand. NFS, renote disk backup systens |ike rdunp, and
renote tape access systens, can be configured such that a single
request can result in a block of data being returned, as nuch as
64K octets.

A burst of frames with mnimuminter-franme gaps is sent to the
switch and the nunber of franes that have been forwarded by the
switch is counted. |If the throughput is 100%then the |ength of
the burst is increased and the test is rerun. The back-to-back
value is the longest burst that the device will handl e wi thout
the 1 oss of any frames. Measures the extent of data buffering in
the switch.

The average frame size count and standard deviation (optional)
woul d be reported for each frame size tested.

4. Latency : The time interval starting fromwhen the |ast bit
of the input frame reaches the input port and endi ng when the
first bit of the output frane is seen on the output port.



This is valid as npbst connecting equi pment store the data till
the whole frame is received. But for cut-through devices,

al t hough this netric may be negative in sone cases, it could
still be considered as a store and forward device and the | atency
nmeasured fromlast bit into the first bit out. This helps in
treating the devices uniformy and not be bothered by the
internal architecture

After the throughput of the switch has been determ ned for a
nunber of frane sizes, a streamof frames at a particular franme
size is passed through the device at the determ ned throughput
rate to a specific destination. The tinme at which the frane is
fully transmtted is recorded (timestanp A). The receiver logic
in the test equiprment should be able to the tag information in
the frame streamand record the tinme at which the entire tagged
frame was received (tinestanp B)

Latency = Tinestanp B - Tinmestanp A

The reporting format would be rate and resultant |atency for each
frane size.

5. Call establishnent time : This is the tine taken to setup a
connetion with the destination by the calling party.

For short duration VCs, call establishment time is an inportant
part of the user perceived performance. The tine between the
submi ssion of a "call request” and the reception of the
correspondi ng "ready indication" is defined as the cal
establ i shrment time.

The call establishnment tinme may depend upon host processors,

NI Cs, and other traffic on the Iink. The issue of what background
load in the switch should be assuned and how to separate the

swi tches contribution fromthat of other conponents remmins to be
di scussed.

TRAFFI C MANAGEMENT METRI CS

1. Load Control Latency: A set of VCs are established. After the
system reaches the steady state, the |load on one VC is suddenly
increased, the tinme for the systemto reach the steady state
again is neasured. Simlarly, when the load is decreased, the
time to reach steady state is neasured.

2. Burst Throughput: Frames are sent at differing burst (frame
burst) sizes and the steady state throughput is measured.
Dependi ng upon the underlying service class (UBR, ABR), the
bursty performance nmay be different than steady state
performance. This is particularly inmportant for request-response
(client-server) applications.

3. Throughput in the Presence of Higher Priority Traffic:

The t hroughput of ABR traffic is nmeasured when a VBR VC shares
the path with data traffic. The characteristics of the VBR
traffic need to be clearly specified.

4. Fairness: A configuration simlar to "GFC' configuration used
in early versions of traffic managenent docunent can be used to
neasure the fairness of various switches.

NETWORK MANAGEMENT METRICS: [ To be di scussed]

APPL| CATI ON SPECI FI C PERFORMANCE METRI CS: [ To be di scussed]
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