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Abstract:

This contribution discusses the scope of the ATM Forunmi s test
wor ki ng group. It also presents update on he perfornmance netrics
proposed in our Decenber 1995 contribution

EIE IR R I I I I I R I I I I I I I I I I I R I I I I I I I R R I I R I I I I I I I I I I b I I
Sour ce:

Raj Jai n, Bhavana Nagendra, and Goj ko Babic
The Chio State University

Raj Jain is now at Washington Urdversity in Saint Louds, jaiti@cse sustl edu hitp www ese wustle du-j ainf

The presentation of this contribution at the ATM Forumis sponsored by
NASA.

EE R I R R I I I R I R I I O R I I R S R I I I I I I R

Dat e: February, 1996, Los Angel es

khkhkkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhhhhhdhhhdhhhdhdhkhdhkhdhrrkhkx*

Di stribution: ATM Forum Techni cal Wrking G oup Menbers
( AF- TEST)

EE R I R R I I I R I R I I O R I I R S R I I I I I I R

Notice: This contribution has been prepared to assist the ATM
Forum It is offered to the Forumas a basis for discussion and
is not a binding proposal on the part of any of the contributing
organi zations. The statenments are subject to change in form and
content after further study. Specifically, the contributors
reserve the right to add to, amend or nodify the statenents
cont ai ned herein.

khkhkkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhhhhhdhhhdhhhdhdhkhdhkhdhrrkhkx*

SUMVARY OF DECEMBER 1995 DI SCUSSI ON

In Cctober 1995 neeting of AF-TEST, it was agreed that
performance benchmarking is essential and that instead of formng
a separate "birds of a feather (BOF)", AF-TEST will schedul e
presentations on perfornmance issues. As a result, three
presentati ons were nade in Decenber 1995 neeting.

During the presentation, sone issues were raised about what
exactly should be the scope of ATM Forumis work in this area.
Five different views were expressed by five different people.
They were all asked wite up and present their view of the scope
for February neeting.

This contribution fulfills that comitnment from our side. Many of
the ideas presented here are enhancenments of ideas presented in
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the two earlier neetings.

SCOPE OF ATM FORUM s WORK ON PERFORMANCE BENCHVARKI NG

Per f ormance benchmarking is related to user perceived perfornance
of ATM technol ogy. For the success of ATMtechnology, it is

i mportant that the performance of existing and new applications
be better than that on other conpeting networking technol ogies.
In other words, goodness of ATMwi ||l not be neasured by cel

| evel perfornmance but by frane-|evel perfornmance and perfornance
percei ved at higher |ayers.

Most of the Quality of Service (QS) netrics, such as cel

transfer delay (CTD), cell delay variation (CDV), cell loss ratio
(CLR), and so on, nay or may not be reflected directly in the

per f ormance perceived by the user. For exanple, while conparing
two switches if one gives a CLR of 0.1% and a frame loss ratio of
0. 1% while the other gives a CLR 1% but a frame |loss ratio of
only 0.05% the second switch will be considered superior by many
users.

ATM Forum and | TU have standardi zed the definitions of QoS
nmetrics. W need to do the same for higher |evel performance
netrics. Wthout a standard definition, each vendor wll use
their own definition of comon nmetrics such as throughput and
latency resulting in a confusion in the market place. Avoiding
such a confusion will help buyers eventually |leading to better
sales resulting in the success of the ATMtechnol ogy.

GOALS OF THE ATM FORUM WORK:

a. ATM Forum shoul d define higher |evel perfornmance netrics that
will help a user to conpare various ATM equi prent (and possibly
non- ATM equi pnent) in terms of performance.

b. The netrics should be such that they are independent of switch
or NIC architecture. The same netrics should apply to al
archi tectures.

c. The netrics should help the user predict the perfornmance of
their application or design their network configurations to neet
their required perfornance.

d. ATM Forum shoul d devel op preci se net hodol ogy for neasuring
these netrics. The methodol ogy includes a set of configurations
and traffic patterns. This will allow vendors as well as users
to conduct their own nmeasurenents and cone up with conparable
results.

e. The key goal of this effort is to enhance the narketability of
ATM t echnol ogy and equi pnent. Any ot her extension of the above
that hel ps in achieving that goal can be added later to this
l'ist.

f. The benchmar ki ng shoul d eventual ly cover all classes of
service. Many past performance neasurenents concentrated on CBR
service. W need to extend those to real time VBR, non-realtine
VBR, ABR, and UBR This may be phased such that npbst inportant
service classes are covered first and | ess inportant ones are
added | ater.

g. The netrics and nethodol ogy for different service classes can
be different.



h. The benchmarki ng shoul d cover as nany protocol stacks as
possi ble. For exanple, data traffic may use UBR or ABR service
cl ass. Sone ATM networks (switches) may offer one or both

cl asses. The user may care nore for the application throughput
rat her than the underlying mechani smused. The performance is,

t herefore, neasured on several alternative protocol stacks.

i . The benchmarki ng work shoul d i ncl ude performance of network
managenent, connection setup, along with nornal data transfer

NON- GOALS OF THE ATM FORUM WORK:

a. ATM Forumis not responsi ble for conducting any neasurenents.
This is simlar to other tests such as conformance testing. Tests
are defined but not conducted by the standards bodies.

b. ATM Forumis not responsible for certifying any measurenents.
Again this is not different fromthat for conformance testing.
Certification has legal issues. Only defining netrics and

nmet hodol ogi es has no | egal consequences over and above what ATM
forumis already doing.

c. ATM Forumis not responsible for setting particul ar
performance threshol ds such that equi prent bel ow those threshol ds
are called "unsatisfactory." For exanple, whether a switch which
| oses 50% of packets is good or bad nay depend upon the
applications and cost. The users and designers should be free to
nmake t heir own cost-perfornance tradeoffs. Setting such

t hreshol ds inhibits such trade-offs. For exanple, if we set the
packet |oss threshold at, say 99% This will prevent

manuf acturers from maki ng | ow cost switches that nay be good
enough for many applications. Generally, users have flexibility
to design their applications that they get satisfactory
performance inspite of |ower grade equi prent (for exanple, by
forward error correction or retransnissions in case of packet
errors and loss). In other words, ATM Forum shoul d not set any
requi renents that prevents reduci ng cost while reducing
performance as wel .

As anot her exanple of the above argunent consider the probl em of
setting a delay value for ATM switches. Lets say a delay of 30
nNs is set as the standard. Switch nanufacturers are conpelled to
manuf acture switches with that delay value. But what prevents
themto manufacture switches with various del ays, dependi ng on
applications and requirements? For sonme applications a switch
with a delay of 40 ns might suffice. Such sw tches are cheaper
and needn't be precluded fromthe market. At the same tine,
manuf acturers should continue to invest on better switches (with
| ower del ays). So applications should not be bound by nunmbers as

the switch manufacturers will be conpelled to manufacture
switches with the prescribed paranmetric values. This will hurt
conpetition and will bring in legalities. It would also hurt

progress into better technology. This holds good for all the
other nmetrics of the switches |ike throughput, latency and the
like.

AN EXAMPLE PROPOSAL:

The netrics, methodol ogies, and traffic patterns di scussed bel ow
are presented as a starting point for discussion. These are
enhancenents of those in our Decenber 95 contribution. During



Decenber 95 neeting, a number of good suggestions were nade. W
have tried to update the presentations with those suggestions.

Since this is a new endeavor, it is limted in several respects.
This particul ar proposal concentrates on the data traffic (ABR
and UBR service classes) since that is expected to be the bul k of
traffic on ATM networks initially. Qther service classes will be
added | ater.

TRAFFI C PATTERNS
We define two types of traffic based on application's response to
net wor k congesti on.

a. Open loop traffic
b. Closed loop traffic

Case a) Wth open loop traffic, the application does not reduce
its load when the network perfornmance degrades in ternms of

t hroughput or delay. Periodically occurring events generally |ead
to such traffic patterns.

Case b) Wth closed loop traffic, the application does sl ow down
when the network response is slower. In many client-server
applications, clients will not generate new requests if the
previous requests have not been served. TCP/IP, which is expected
to be a big part of the ATM market at least initially, is an
exanpl e of a closed |oop application. If the network perfornance
degrades and TCP packets are del ayed excessively or lost, TCP
will reduce its window and resulting | oad on the network.

UDP is an exanple of an open loop traffic. The follow ng figure
shows some of the application [ayer protocols that run on TCP and
UDP, respectively.
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Figure 1 - The protocol stack above UDP and TCP
One reason for differentiating between open-1oop and cl osed-1 oop
traffic patterns is that ATM | ayer has to provide proper resource
control for open-loop traffic. The closed-loop traffic can live
with | ooser controls. For exanple, TCP can work over UBR or ABR
It can work even under high |oss conditions.



VWH CH LAYER TO MEASURE THE PERFORVANCE?

The performance can be neasured at severa
network (e.g.
At each | ayer,
mpl e,
(RFC 1577) or "LAN Emul ati on (LANE)."

| ayer),
application (e.qg.

stacks are possible.
ATM

for exanple,

FTP).

For

exa

| ayers (above ATM

I P), transport (e.g., TCP),
several alternative
IP can use "Cl assical |P over

As shown in Figure 2, performance could be neasured at any of the

three | ayers:

Figure 2 -

AAL5, RFC 1577/ LANE and | P.

per cei ved performance

___________________ +
USER LEVEL
APPLI CATI ON (FTP)
________ .
TCP | UDP
-------- oo < - -+
IP
----------- +-------| <---+-- User
RFC 1577 | LANE |
----------- Fomm e - <-- -+
AAL5S
ABR | UBR
ATM
PHY
___________________ +
Exanpl es of neasurenent alternatives

At the AALS |ayer,
conpar e technol ogi es.
| ayer,

TEST CONFI GURATI ONS

one can measure ATM performance,

but cannot

At the LANE/ RFC 1577 layer or at the IP

di fferent technol ogi es can be conpared.

W propose considering the follow ng two configurations.

wil |

sw t ches.

be used in defining the netrics.
a ATM cloud and can be a single switch or a collection of

Configuration A: Ninputs and 1 out put

P . .
( ATM % |
( ccoo ) L
e "

These

The hosts are connected by
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Here are illustrations of tests that can be performed using the
above configurations.

For Configuration A, increase |load symretrically on N ports and
nmeasure the output. This configuration represents an overl oaded
condition as Ninputs are flowng into one switch and there is a
single output. Such a condition would result in |ower throughput,
i ncreased frane | oss, |ower back to back burst size, higher

| atency etc. Fairness can al so be neasured, i.e. if the switch

di scrim nates the sources.

For Configuration B, the traffic can be sent in the following 3
ways.

) HostilL sends traffic to HostiR all of its traffic, i =

2
)
a

HostiL sends traffic to HostjR |j =1,2,....,N, 1/ N of

i
1
|
traffic, i =1,2,....,N

i
r
iii) Same as i), but with bidirectional traffic.
iv) Same as ii), but with bidirectional traffic.

N needs to be deternined, overloadi ng depends on the nunber of
sour ces.

Increase | oad synmetrically on all ports and neasure on the
correspondi ng outputs and this configuration can be used to
neasure the fairness of the switch



PERFORMANCE METRI CS:

We propose that the netrics be grouped as follows: - Genera
netrics - Protocol-Stack specific netrics - Traffic Managenent
metrics - Network Management nmetrics

General Performance Metrics : These nmetrics apply to nost ATM
networ ks and are not protocol specific. The tests for these
netrics effectively characterize the basic features of the
switch.

Prot ocol - Stack Specific Metrics : These netrics apply to
particul ar protocol stacks and need only be neasured and tested
if particular protocols are being used. Exanples, of such
protocols are RFC1577 and LANE, as discussed earlier

Traffic Managenent Metrics: These nmeasure ability of the switches
to avoid overload and to efficiently and fairly resolve
contention anbng various VCs when there is overl oad.

Net wor k Managenent Metrics : These netrics are defined to aid
characterization of the switch in responding to network
managenment requests.

Sone of the discussion belowis fromRFC 1242 and its current
version (an internet draft) [Bradner] and is a nodification of
[Jain, Nagendra]. W are of course, open to comrents,
suggestions, and di scussion, for tailoring these netrics and
configurations.

GENERAL PERFORMANCE METRI CS

1. Throughput

The t hroughput can be neasured for UBR case (open | oop) and ABR
case (closed | oop).

For UBR, throughput is defined as the maxi numrate at whi ch none
of the frames are dropped by the ATM switch. Essentially we are

| ooki ng at the behavior of a perfect switch which works with an
efficiency of 100% Data traffic is passed through the switch and
then the frames that are transnmitted by the switch are counted.
If the input and the output count are the sane then the load is

i ncreased and the test is conducted again. The throughput is the
hi ghest | oad at which the count of the output franes equals the
count of the input franes. A graph of input count vs output count
can be shown. Instead, the |oad can be kept constant and the
frame size can be varied and its effect on the throughput can be
st udi ed.

A nmodel graph of input count vs output count would be: Point X
defines the throughput w thout | oss.

AN

OUTPUT COUNT X |--------- #

<---- 0% oss

H*



LOAD (1 NPUT COUNT)

Figure 5 - Graph of output count vs load (input count) for UBR
Throughput can be expressed in bits/sec, frame/sec or cells/sec.
Cells/ sec is not a good unit as cells in the ATM | ayer have
significant overhead and relatively | ow overhead at AAL5. It is
preferred to express the sanme in bits/sec, because expressing it
in frame/sec would involve the frane size which is a variable.

However bits/sec and frane/sec are related by the foll ow ng
equati on.

Thr oughput (bits/sec) = Throughput (franme/sec) * Average frane
size (bits)

For ABR, we propose two throughputs definitions:
0 without |oss
o after congestion mechanismis triggered.

The definitions and tests will now be expl ai ned.

Data traffic is passed through the switch fromthe sources and
then the frames that are transnmitted by the switch are counted.
Al frames are of the sane size (Frame size is open to

di scussion). If the input and the output count are the sanme then
the load is increased and the test is conducted again. The

t hr oughput without |oss is the highest |oad at which the count of
the output franes equals the count of the input frames. Wen the
load is increased beyond a certain point, the congestion

mechani smis activated and sends a warning to the sources to
decrease |load rate. The systemw || stabilize at sone point
(rmeani ng that the input count and output count are identical) and
that | oad defines the throughput after congestion nechanismis
triggered. Instead, the |oad can be kept constant and the frane
size can be varied and its effect on the throughput can be

st udi ed.

Throughput in configuration A equals or is close to the capacity
of the sink. It is noted that a well behaved switch would all ow
equal load fromall sources wthout giving preference to any
source.

2. Latency

We use the following table to define the beginning (at input) and
ending (at output), of the tinme interval, for which | atency has
to be defined. The definition of |atency can be defined in 4 ways
depending on the time interval considered. W wi sh to deviate
fromthe usual definition of latency which is stated in [Jain and
Nagendr a]

oo oo o o e e e e e oo oo - s
I ON | NPUT | | ON OUTPUT
R S [ o U, B S
| SL#]| FIRST BIT | LAST BIT || FIRST BIT | LAST BI T
R T NI Ry R e B D S B
| 1| X | | | X |

| | | | | |

| 2 | | X | | X |



Table 1 - Four ways of defining the time interval for |atency

Definition 1 and 2 in the above table is not appropriate since
the whole frame is the user's concern and the conplete frane has
not been received as yet. Definitions 3 and 4 are appropriate for
the user but in case 3, the latency is dependent on the nessage
length. So it appears that definition 4 is a good neasure for
switch | atency measurenent. Hence we choose to define |atency as
foll ows :

The tine interval starting fromwhen the last bit of the input
franme is transnitted and endi ng when the |ast bit of the output
franme is received by the host.

This is valid for all types of devices both cut-through devices
and store and forward devices and the neasure cannot be negative
for cut-through devices as stated earlier. This helps in treating
t he devices uniformy and not be bothered by the internal
architecture

Lat ency depends on the |oad. Hence it has to be neasured in two
extrene | oads.

o zero | oad

o t hroughput | oad
Q her | oads nay al so be consi der ed.

The tine at which the frame is fully transmitted is recorded
(tinmestanp A). The receiver logic in the test equi pnent shoul d be
able to the tag information in the frane stream and record the
time at which the entire tagged frane was received (tinmestanp B).

Latency = Timestanp B - Tinestanp A

The reporting format woul d be | oad and resultant |atency for each
frame size.

3. Frame loss rate

Percentage of frames that should have been forwarded by the
swi tch under steady state traffic that were not forwarded due to
| ack of resources.

Frame loss rate is an interesting netric only under open |oop
(UBR case), conditions as under closed | oop conditions, the
network will warn the source of potential |osses (congestion
nmechani sn). \When congestion nechanismis activated, frame loss is
possi ble, but it is not constant.

Thi s measurenment reports the perfornmance of the switch at an
over| oaded state. The device mght |ose franes that contain
routing information and this may further reduce the performance
as nore franmes need to be retransmitted. The frame errors could
be CRC errors and/ or cell termnation errors.

Frame | oss rate = (input_count - output_count) / input_count

Configuration A) The first trial should be run at the |oad that



corresponds to 100% of the maximumrate for the frane size fromN
sources. The load is progressively decreased until there are two
successive trials with no frane |oss.

Configuration B) The switch receives traffic fromN sources
simul taneously at maxinumrate for the frame size. The output is
neasured at the N outputs. The load is progressively decreased
until there are two successive trials wth no frame | oss.

The results of the frane | oss test should be reported as a graph
of %1 oss vs | oad.

4. Back-to-Back Burst Size

Fi xed length frames presented at a rate such that there is the
m ni mum | egal separati on between franes over a short to nedi um
period of time, starting froman idle state. This deterni nes
buffering capabilities of the ATMswitch in hand. NFS, renote
di sk backup systens |ike rdunp, and renote tape access systens,
can be configured such that a single request can result in a

bl ock of data being returned, as nmuch as 64k octets. The length
of the frame is to be decided.

Case a) Bursts of franmes with mnimuminter-franme gaps are sent
to the switch fromthe sources and the nunber of frames that have
been forwarded by the switch to the single host is counted. If
there are no | osses or congestion mechanismis not triggered
(ABR) then the length of the burst is increased and the test is
rerun. The back-to-back burst size is the | ongest burst that the
device will handle without the | oss of any franes. It neasures
the extent of data buffering in the switch

5. Call establishment tine

This is the tine taken to setup a connection with the destination
by the calling party.

For short duration VCs, call establishment tinme is an inportant
part of the user perceived performance. The time between the
subm ssion of a "call request"” and the reception of the
correspondi ng "ready indication" is defined as the cal
establishment tinme.

The call establishnent time is nmeasured at zero | oad and | oad
corresponding to the throughput. Qher |oads may al so be
consi der ed.

TRAFFI C MANAGEMENT METRI CS

1. Load Control Latency: A set of VCs are established. After the
system reaches the steady state, the load on one VC is suddenly
i ncreased, the time for the systemto reach the steady state
again is neasured. Simlarly, when the |load is decreased, the
time to reach steady state i s neasured

2. Burst Throughput: Frames are sent at differing burst (frame
burst) sizes and the steady state throughput is neasured.
Dependi ng upon the underlying service class (UBR, ABR), the
bursty performance may be different than steady state
performance. This is particularly inportant for request-response
(client-server) applications.



3. Throughput in the Presence of H gher Priority Traffic: The
t hroughput of ABR traffic is neasured when a VBR VC shares the
path with data traffic. The characteristics of the VBRtraffic
need to be clearly specified.

4. Fairness: The fairness can be discussed for both the
configurations in figures 3 and 4.

In the configuration A, N sources are connected to a single host
through a switch. Increase |oad symetrically on N ports and
nmeasure the output. The switch nmight cut out a host and only
allows traffic fromthe renmmining hosts and so the fairness of
the situation can be studi ed.

In the configuration B, each of the N hosts is connected to
either 1 host or all the N hosts on the output through a switch
Increase | oad synmetrically on N ports and measure the output on
the corresponding hosts. If the traffic in all the Iines is not
equal, then the switch is partial and the fairness criteria has
been vi ol at ed.

NETWORK MANAGEMENT METRICS: [To be di scussed]
APPLI CATI ON SPECI FI C PERFORMANCE METRI CS: [To be di scussed]
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