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Abstract:

In our previous study [2], it was shown that cell |oss due to
l[imted buffering nmay degrade throughput considerably. The key
guestion is how nmuch buffering is required to avoid cell | oss.

This contribution attenpts to answer that question

We show that the maxi mum buffers required at the switch is
proportional to the maximumround trip time of any VC through the
[ink. The nunber of round-trips depends upon the the switch
algorithmused. Wth our ERICA (nodified) switch algorithm we
found that the buffering required is independent of the nunber of
TCP sources. These observations are valid even when VBR or two-
way traffic is used. W substantiate our argunents with
simul ati on results.

Qur sinulations are carried out with a nodified version of the
ERI CA al gorithm W also give a brief description of the

nodi fications to ERI CA whi ch include avoi dance of unnecessary

spi kes, correct counting of bursty sources and enhanced fairness.
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Not i ce:
This contribution has been prepared to assist the ATM Forum |t


Raj Jain
Horizontal extra long


is offered to the Forumas a basis for discussion and is not a
bi ndi ng proposal on the part of any of the contributing

organi zati ons. The statenments are subject to change in form and
content after further study. Specifically, the contributors
reserve the right to add to, amend or nodify the statenments
cont ai ned herein.
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G ven the popularity of TCP/IP, it is inportant to verify that
all source, switch, and destination rules specified for ABR
perform as expected for TCP/IP traffic. In our last contribution
[2] and a related paper [3], we studied the throughput and | oss
behavi or of TCP over ABRwith limted buffers. W observed a
consi derabl e drop in throughput even though the CLR was very
small. Increasing buffers was found to inprove TCP t hroughput.
Maxi mum TCP t hroughput (with zero cell |o0ss) was observed for
cases with sufficiently large buffers. W also reported that the
buffers should not be dinensioned based on the TBE paraneter

It was pointed out that nbst ABR switches would provide at |east
around trip tine worth of buffers, where the round trip tine is
nmeasured for the |ongest VC passing through the switch. Hence,
in this contribution, we attenpt to quantify the buffer

requi renents for ABR to achieve the nmaxi num TCP t hr oughput with
zero |l oss. W observe that the buffer requirenent is
proportional to the round trip time. The results depend upon the
switch algorithmused. For our nodified ERICA switch al gorithm
we found it to be independent of the nunber of TCP sources.
These observations are valid even when VBR or two-way traffic is
used. Vanilla UBR, in conparison, requires buffers proportiona
to the sumof the receiver wi ndows [4], which is proportional to
t he nunmber of TCP sources.

We experiment with an infinite TCP source running on TCP over an
ATM WAN. The TCP source always has a franme to send. However, due
to TCP wi ndow constraint, the resulting traffic at the ATM | ayer
may or may not be continuous. A description of our TCP code and
source nodel is given in [2]. OQur sinulations are carried out
with a nodified version of the ERI CA al gorithm described |ater
in this contribution. The original ERICA algorithmwas descri bed
in[1].

TCP OPTI ONS

We use a TCP nmaxi mum segnent size (MSS) of 512 bytes. The Mru
size used by IP is generally 9180 bytes and so there is no
segnent ation caused by IP. W inplenented the wi ndow scaling
option so that the throughput is not limted by path | ength.
Wt hout the w ndow scaling option, the nmaxi rum w ndow si ze is
2**16 bytes or 64 kB. W use a wi ndow of 16x64 kB or 1024 kB
The network consists of three |inks of 1000 km max each and
therefore has a max one-way delay of 15 ns (or 291 kB at 155
Mops). In our simulations, we have not used the "fast retransmt
and recovery" algorithns. These algorithnms exhibit different
behavi or for bursty |osses which we plan to study separately.
However, the zero-loss buffer requirenment is valid for fast
retransmt and recovery too.

THE N SOURCE + VBR CONFI GURATI ON



The N Source + VBR configuration has a single bottleneck Iink
(LINK1) shared by the N ABR sources and possibly a VBR source.
Al links run at 155 Mops and are of the same |length. W
experiment with the nunber of sources, the link |engths, and
wi t h/ wi t hout the VBR background.

The VBR background is optional. Wen present, it is an ON-OFF
source with a 100 ms ON tinme and 100 ns OFF tine. The VBR starts
at t = 2ms to avoid certain initialization problems. The maxi mum
anplitude of the VBR source is 124.41 Mops (80 of link rate). VBR
is given priority at the link, i.e, if thereis a VBRcell, it is
schedul ed for output on the link before any waiting ABR cells are
schedul ed.

Al traffic is unidirectional. Alarge (infinite) file transfer
application runs on top of TCP for the TCP sources. N nay assune
values 1, 2, 5, 10, 15 and the link |l engths 1000, 500, 200, 50km

SEVEN FACTS ABQUT TCP's CONGESTI ON CONTROL

1. TCP slow start successfully avoids congestion coll apse
2. TCP can automatically fill any avail able capacity

3. TCP performs best when there is NO packet |oss. Even a single
packet | oss can reduce throughput considerably

4. Slow start limts the packet |oss, but |oses considerable
time. Wth TCP, you may not | ose too many packets, but you | ose
tinme.

5. Bursty | osses cause nore throughput degradation than isol ated
| osses.

6. Fast Retransnmit/Recovery helps in isolated | osses, but not in
bursty | osses {losses in a single w ndow}.

7. Timer granularity is the key paraneter in determning the tine
| ost.

SEVEN OBSERVATI ONS ABOUT TCP OVER ABR

1. ABR perfornmance depends heavily upon the switch al gorithm
The followi ng statenents are based upon the nodified ERI CA switch
al gorithm

2. Oher key paraneters are: round-trip time, nunber of sources,
and feedback delay (fromthe bottleneck switch to the source and
back) .

3. There is no loss for TCP, if the switch has buffers equal to
4*RTT. This is true for any nunber of sources.

4. (bservation 3 is true, even when there are CBR and VBR traffic
i n the background.

5. If there is no VBR in the background, then 3*RTT buffers are
sufficient for no | oss.



6. Under many circunstances 1*RTT buffers may do.

7. Drop policies inprove throughput. But a proper drop policy is
less critical than a proper switch algorithm

The derivation of 4*RTT is based along the foll owi ng argunents:
1. Initially the TCP | oad doubl es every RITT.

2. The mi ni mum nunber of RTTs required to reach rate-limted
operation decreases as the |og of the nunber of sources.

3. Wien the pipe just becomes full, the maxi num queue is
1*RTT*Li nk Bandwi dt h

4. Queue Backl ogs due to bursts smaller than RTT is
1*RTT*Li nk_Bandwi dt h

5. Bursty behavior of ACKs causes an additiona
1*RTT*Li nk_Bandwi dt h queues

6. VBR contributes 1*RTT*VBR bandwi dth to the queue
7. Switch Schenmes may contribute sone nore to the queue.
The sum of all these conponents is approxi mately 4*RTT.

Modi fi ed ERI CA:

ERI CA has been nodified for the foll ow ng:

1. To elmnate many short spikes in ACR

2. To provide fast response even when the link is underutilized.
3. Correctly counts bursty sources

4. Allows multiclass scheduling in the presence of CBR VBR, UBR
etc.

5. Achi eves better fairness in many cases

SAMPLE SI MULATI ON RESULTS

We present only the maxi num queue results for sonme of our
simul ati ons here. A larger set of sinulation results and graphs
will be presented at the ATM Forum and will be avail able at our
ww site after the Forum neeting.

In alnost all the cases, we observe that the maxi mum queue is
bounded by 3*RTT*Li nk Bandwi dth. The bound is 3 * 30 ns * 368 ns®
= 33120 cells for 1000km(30ns) configurations, 16560 cells for
500km ( 15n8) configurations, 6624 cells for 200 km (6ms)
configurations, 1656 cells for 50km (1.5ms) configurations.

Table 1: Effect of nunber of sources

| Number of Sources | RTT(ns) | Feedback | Max Q size(cells)
| | Delay (ms) | |



| 1 | 30 | 10 | 2 = O*RTT

| 2 | 30 | 10 | 3056 = 0.37*RTT
| 5 | 30 | 10 | 10597 = 0. 95*RTT
| 10 | 30 | 10 | 14460 = 1.31*RTT
| 15 | 30 | 10 | 16128 = 1.46*RTT
|

In Table 1, we notice that the nmaxi num queue size grows with the
nunber of sources. But, stablizes at 1.46*RTT.

We repeated simulations with different link lengths (Al links in
each case are of the sanme length.) The results are shown in Table
2.

Table 2: Effect of |ower RTT and Feedback del ay

Nunber of Sources | RTT(nms) | Feedback | Max Q size(cells)
| | Delay (ms) | |

15 | 15 | 5 | 10910 = 2*RTT

15 | 6 | 2 | 6842 = 3*RTT

15 | 1.5 | 0.5 | 2108 = 4*RTT

Fromtable 2, we find that the naxi mum queues may cross the
estimate of 3*RTT*Li nk Bandwi dth. This is because, the RTT val ues
are lower and in such cases, the nmaxi mum queue depends upon the
paranmeters used in the switch schene.

Now we i ntroduce VBR The results are shown in Table 3.

Table 3: Effect of VBR

Nurmber of Sources | RTT(ns) | Feedback | Max Q size(cells)
| | Delay (ms) | |
15+VBR | 30 | 10 | 22036 = 2*RTT

This experinment was with 15 sources + VBR W observe | arger
gueues queue to the introduction of VBR The excess queue (5908
cells, conpared to value in Table 1) is bounded by

1*RTT*VBR Bandwi dth = 1*30*368*0.8 = 8832 cells. Note, that

VBR Bandwidth is linmted to 0.8 of the Link_Bandw dth.

Al the results presented so far are for ERICA with only spi ke
fix. W then used other enhancenents. The results are shown in
Tabl e 4.

Table 4: Effect of Switch Scheme

Nunber of Sources RTT(s) Feedback Max Q size(cells)
Del ay (ns)

15 (Erica 30 10 16128
+spi ke fix)

15 (Erica+ 30 10 1045
+spi ke fix
+bur sty count
+f ai rness)

Notice that the enhanced scheme reduces the queue considerably.



Thus, the enhanced schene needs even fewer buffers than those
nmentioned earlier while providing the sane or better throughput.

W observe that TCP can run over ABR with zero-cell loss if
sufficient buffers are provided. The buffer requirement is
proportional to the round trip time and heavily depends upon the
switch schene used. In particular, for a nodified version of

ERI CA, zero |l oss was achieved with 4*RTT buffers regardl ess of
nunber of sources even in the presence of VBR background.
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