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2 Summary of October 1995 discussion
1 Goalsand Nongoals

2 Performance Metrics

2 Traffic Management Metrics

Ref: RFC 1242 “Benchmarking Terminology for Network
Interconnection Devices’ July 1991, http://ds.internic.net/
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Summary of October M eeting

2 Performance benchmarking
= Performance seen at higher layers

1 Cell level QoS

For example,
CLR =0.1% may mean aframelossrate of 0.1% in one

switch or 0.001% in another.

2 Weneedto standardizethe performance metrics,
configurations, and benchmarks.
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Goals

Eventually extend benchmarking to all classesof service
CBR, Real-timeVBR, Non-realtimeVBR, ABR, UBR.
BeginwithABRand UBR.

Emphasi ze end-user view point where-ever possible.
For example, TCP performanceover UBR or ABR?
User isinterested in higher throughput rather than the
mechanism.

Performance may need to be measured on different protocol
stacks

Emphasizeframe-level metricsrather thancell-level metrics

| nclude performanceof network management, connection
setup along with normal datatransfer, traffic management

TheOhio State University Ra] Jain

4




Restrictionsof ThisContribution

0 Concentratesondatatraffic: ABR and UBR classes
2 Only performance metrics

Q Testconfigurations, traffic patterns, and applicationswill be
addressed |ater.
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User Per celved Perfor mance

Application (FTP)

TCP UDP User perceived
P performance

RFC1577 | LANE
AALS
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ATM
PHY
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Performance M etrics

2 General Metrics

a Traffic management metrics
Q Protocol specific metrics

2 Network management metrics
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Reference Configuration

TheOhio State University




Gener al PerformanceM etrics

Throughput
Framelossrate
Back-to-back burst size
L atency

Call establishment time

4
4
4
4
4
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Throughput

2 Maximum bit rate when theframelossiszero
Increase load aslong asinput count = output count

Throughput
(Output)
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- 0% loss

L oad (I nput)




FramelL ossRate

2 Framelossrate = (Input count - Output count)/input count
2 Report throughput as afunction of load
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Back-to-Back Bur st Size

2 Burst of framessent by applications
0 Burst sizeincreased until someframelost
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L atency

Q Last-bitintofirst-bit out

Q Issues:
o Cut-through devices: negative
o Other factorsthat affect latency
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Call Establishment Time

2 Timetaken to setup aconnection
2 Important for short durationVCs
2 Issues: Component of delay caused by NICs
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TrafficManagement M etrics

2 Load Control Latency:
o SetupnVCsand let the system reach steady state

o Set up (n+1)st VC and measurethetimeto settleto
steady state

A

(n+1)st VC started

L

Time
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Throughput in Presenceof VBR

2 VBRtraffic hashigher priority than data

Q2 Study datathroughput whenV BR takes precedence possibly
upto overloading conditions

Bandwidth availablefor data
/ VBR

Rate

Time

TheOhio State University




Fairness

2 A parking lot configuration can be used to measurethe
fairnessof the ATM switches
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Summary

a Frame-level benchmarking

2 Throughput, Framelossrate, burst performance, latency,
call establishment time

2 Load control latency, throughput in presenceof VBR,
fairness
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