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Abstract:

This contribution defines four new performance netrics for ATM sw tches
and networks. These are throughput fairness, frane loss ratio, naximm
frame burst size, and call establishment |atency.
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Not i ce:

This contribution has been prepared to assist the ATM Forum It is offered
to the Forumas a basis for discussion and is not a binding proposal on
the part of any of the contributing organizations. The statements are
subject to change in formand content after further study. Specifically,
the contributors reserve the right to add to, amend or nodify the
statements contai ned herein.
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1. THROUGHPUT FAI RNESS:

1.1 Definition:

G ven n contenders for the resources, throughput fairness indicates how
far the actual individual allocations are fromthe ideal allocations. In
t he nbst general case of a network, ideal allocation is defined by max-mn
allocation to various contending virtual circuits. For the sinplest case
of n VCs sharing a link with a total throughput T, the throughput of each
VC shoul d be T/n.

If the actual neasured throughputs of n VCs sharing a system (a single
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switch or a network of switches) are found to be {T1, T2, ..., Tn}, where
the optinmal nax-min throughputs should be {T*1, T*2, ..., T"n}, then the
fairness of the systemunder test is quantified by the "fairness index"
conputed as follows [1, 3]:

Fairness Index = ------------
n*sun( Xi **2)

Where, Xi=Ti/T"i is the relative allocation to ith VC
Thi s Fairness Index has the follow ng desirable properties:

1. It is dinmensionless. The wunits used to nmneasure the throughput
(bits/sec, cells/sec, frames/sec) do not affect its val ue.

2. It is a normalized neasure that ranges between zero and one. The
maxi mum fairness is 100% and the minimum 0% This nakes it intuitive to
i nterpret and present.

3. If all Xi's are equal, the allocation is fair and the fairness index is
one.

4. If n-k of n Xi's are zero, while the remaining k Xis are equal and non-
zero, the fairness index is k/n. Thus, a systemwhich allocates all its
capacity to 80% of VCs has a fairness index of 0.8 and so on

1.2 Load Level and Traffic Pattern:

Throughput fairness is quantified via the fairness index for each of the
t hr oughput experinents in which there are either nmultiple VCs or nultiple
i nput or output ports. Thus, it applies to all three throughput neasures
(1 ossl ess, peak, and full-load) and all four traffic patterns (n-to-n
straight, n-to-n cross, n-to-1, and 1-to-n) described in Section 3 of
baseline draft [2].

Note that in the case of n-to-n cross, there are n**2 VCs and, therefore,
n**2 should be substituted in place of n in the fairness index.

In the case of 1-to-n pattern, there is only one VC and all input is
expected to be nmulticast to n output ports. The fairness will neasure the
equal ity of throughputs to the output ports.

No additional experiments are required for throughput fairness. The
detailed results obtained for the throughput tests are anal yzed to conpute
the fairness.

1.3 Statistical Variation:

The throughput tests are run NRT tinmes for TRT seconds each. Recall that
NRT and TRT are paraneters. The fairness is conputed for each individua
run. Let F be the fairness for the ith run, then the nean fairness is
conputed as foll ows:

Mean Fairness = sun{Fi)/NRT

1. 4 Background Traffic:

The t hroughput tests are conducted with and without background traffic.
Hi gher priority VBR traffic can act as background traffic. Further details
for measurements wth background traffic (multiple service cl asses
simul taneously) are to be specified. Until then all perfornmance testing
wi |l be done wi thout any background traffic.

1.5 Reporting Results:



The fairness index values are reported for each of the throughput
experiments in the tabular format specified in Table 3.1 of the current
baseline [2]. Additional colums are added for fairness next to "Std Err"
colums for each of the three throughput neasures.

Note that fairness index is not Iimted to throughput. It can be applied
to other netrics, such as latency. However, extrene unfairness in |atency
is expected show up as wunfairness in throughput and vice versa.
Therefore, it is not required to quantify fairness of |atency.

2. FRAME LGSS RATI O

2.1 Definition:

Frame loss ratio is defined as the percentage of franmes that are not
forwarded by a system under test (SUT) due to | ack of resources.

Frame loss ratio = 100*(Input frame count - output frame count)/(input
frame count)

There are two frane loss ratio nmetrics that are of interest to a user

i . Peak-throughput frame loss ratio - It is the frane loss ratio at a
frane | oad for the peak throughput.

ii. Full-load frane loss ratio - It is the frame loss ratio at a frane
load for the full-1load throughput.

These netrics are related to the throughput:

Frame Loss Ratio = (Input Rate - Throughput)/Input Rate

Thus, no additional experinents are required for frame |loss ratios. These
can be derived fromtests performed for throughput nmeasurenments provided
the input rates are recorded.

2.2 Unit

The frame loss ratio is expressed as a percentage of input framnes.

2.3 Traffic Patterns

FLRs are measured for each of the four traffic patterns (n-to-n straight,
n-to-n cross, n-to-1, and 1-to-n) specified for throughput neasurenents in
Section 3.1.4 of baseline draft [2].

2.4 Statistical Variation:

The t hroughput experiments are repeated NRT tinmes for TRT seconds each

Here, NRT and TRT are paraneters. If FLRi is the frane loss ratio for the
ith run:
Input Rate i - Throughput i
Frame Loss Ratio FLR i = --------mmmmmmmmiai oo
| nput Rate_i
Since frane loss ratio is a "ratio," its average cannot be conputed via
straight summation [1]. The average average frane loss ratio for NRT

runs is conputed as foll ows:

Sun(Input Rate i) - Sum(Throughput i)
Average Franme Loss Ratio FLR = --------mmmmmmm o
Sun(Input Rate i)



The average is reported as the FLR for the experinent.
2.5 Reporting Results

FLR val ues are reported for peak throughput and full-1oad throughput
experiments in the tabular fornat specified in Table 3.1 of the current
baseline [2]. Additional colums are added for FLR next to fairness
colums for each of the above two throughput measures.

3. MAXI MUM FRAME BURST S| ZE ( MFBS):

3.1 Definition

Maxi mum Frame Burst Size (MBS) is the nmaxi mum nunber of franes that
source end systens can send at the peak rate through a system under test
wi t hout incurring any | oss.

MFBS neasures the data buffering capability of the SUT and its ability to
handl e back-to-back franes.

Many applications and transport |ayer protocol drivers often present a
burst of frames to AAL for transm ssion. For such applications, Mxinmm
Frame Burst Size provides an useful indication

This metric is particularly relevant to UBR service category since the UBR
sources are always allowed to send a burst at peak rate. ABR sources nay
be throttled down to a lower rate if a switch runs out of buffer

3.2 Units

MBS shoul d be expressed in octets of AAL payload field. This is preferred
over nunber of franes or cells. The former requires specifying the frane
size and the latter is not very nmeaningful for a frame-level netric. Al so,
nunber of cells has to be converted to octets for use by AAL users.

It may be wuseful to indicate the frame size for which MBS has been
nmeasured. If MFBS is found to be highly variable with frane size, a nunber
of comobn AAL payload field sizes such as 64 octets, 536 octets, 1518
octets, and 9188 octets may be used (exact sizes to be specified).

3.3 Statistical Variations

The nunber of frames sent in the burst is increased successively until a
loss is observed on any VC. The maxi mum nunber of franes that can be sent
wi thout |oss are reported as MFBS. The tests should be repeated NRT
times. The average of NRT repetitions is reported as the MFBS for the
system under test.

3.4 Traffic Patterns:

The MFBS is nmeasured for n-to-1 traffic pattern specified in Section 3.1.4
(of baseline draft). Optionally, it can be neasured for other traffic
patterns also. The value obtained for n-to-1 pattern is expected to be
snal l er than that for other patterns.

4. CALL ESTABLI SHVENT LATENCY

4.1 Definition:

For short duration VCs, call establishment latency is an inmportant part of
t he user perceived performance. Informally, the tinme between subnission of
a call setup request to a network and the receipt of the connect nessage



fromthe network is defined as the call establishenment latency. The tine
lost at the destination while the destination was deciding whether to
accept the call is not wunder network control and is, therefore, not
included in call setup latency (See Figure 1).
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Figure 1. Call establishnent

Thus, the sum of the Ilatency experienced by the setup nessage and the
resulting connect nessage is the call setup |atency.

The main problemin measuring these latencies is that both these nessages
span nultiple cells wth intervening idle cells. Unlike previous X 25,
frame relay, and | SDN networks, the nmessages in ATM networks are not
contiguous. Therefore, the MMO latency netric defined in Section 3.2 (of
baseline draft [2]) is used. Thus,

Call Establishment Latency = M MO Latency for SETUP nessage
+ M MO [atency for the correspondi ng Connect nessage

Recall that the MMDO latency for a frame is defined as the mninm of
last-bit-in-to-last-bit-out (LILO and the difference of first-bit-in-to-
last-bit-out (FILO and nornmal frame output tinme (NFOT).

M MO Latency = M n{LILO, FILO NFOT}

4.2 Units

Call establishnment latency is neasured in units of tine.

4.3 Configurations:

The call establishnment |atency as defined above applies to any network of

switches. In practice, it has been found that the | atency depends upon the
nunber of switches and the nunmber of PNNI group hierarchies traversed by



the call. It is expected that neasurenents will be conducted on nultiple
swi tches connected in a variety of ways. In all cases, the nunber of
swi tches and nunmber of PNNI group hierarchies traversed will be indicated.

The sinplest configuration is that of a single switch connecting both the
source and the destination end systens.

4.4 Statistical Variations

The latency nmeasurenment is repeated NRT tines. Each time a different node
pair is selected randomy as the source and destination end system The
average and standard error of NRT such neasurenents is reported. For a
single n-port switch it is expected that all n ports are equally probable
candi dates to be source and destination end-system

Adopt the text of this contribution (96-1372) for inclusion in the
basel i ne draft.
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