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Abstract:

W nodel VBR carrying Long- Range Dependent (LRD), multiplexed video
sources. W study the effect of such VBR traffic on ABR carrying TCP
traffic. Qur nobdel of conpressed video sources bears sone sinilarity
to an MPEG 2 Transport Streamcarrying video, i.e., it is |ong-range
dependent [1] and generates traffic in a piecew se-CBR fashion [2].
The effect of such VBRtraffic is that the ABR capacity is highly
variant. W find that a proper switch algorithmlike ERI CA+ [3] can
tolerate this variance in ABR capacity while maintaining high
t hr oughput and low delay. W present sinulation results for
terrestrial and satellite configurations.

EE I I I S I S I I I I S I I S A S R I I I I S R S S A
Sour ce:
Shi v Kal yanar aman, Bobby Vandal ore, Raj Jain, Rohit Goyal & Sonia Fahny

The Ohio State University (and NASA)
Department of CI' S

Faj Jain iz now at Washington University in Saint Louis, jain@cse wustl edu hitp 2 www cse wusil e dw/'~j ainf

Seong- Cheol Kim

Princi pal Engi neer, Network Research G oup
Conmuni cati on Systens R&D Center

Sansung El ectronics Co. Ltd.

Chung- Ang Newspaper Bl dg.

8- 2, Karak-Dong, Songpa-Ku

Seoul , Korea 138-160

Emai | : ki msc@retro.tel ecom sanmsung. co. kr

Sastri Kota

Lockheed Martin Tel ecommuni cati ons
1272 Borregas Avenue

Sunnyval e, CA 94088

Emai | : kota@ nsc. | ockheed. com

EE R I I I I I R I I R R R I S I R I I S R I S R I I R I S I R

Dat e: February 1997

khkhkkhkhkhhkhkhhhkhhhkhhhkhhhhhhhhdhhhhhhhhhhhhhhhkhhhkhhhhhhhhhhhdhhhkhdhkhdhrkkdrkkx*x*x

Di stribution: ATM Forum Techni cal Working G oup Menmbers (AF-TM

LR R R R R R R R I R I R S I I R I

Not i ce:

This contribution has been prepared to assist the ATM Forum It s
offered to the Forumas a basis for discussion and is not a binding
proposal on the part of any of the «contributing organizations. The
statements are subject to change in formand content after further
study. Specifically, the contributors reserve the right to add to,
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1. Introduction:

The ABR nodel has been extensively studied with different source
traffic patterns |ike persistent sources, ON OFF bursty sources, ping
pong sources, TCP sources, |ong-range dependent (or self-sinilar)
sources, and source-bottl enecked VCs. Many of these studies have al so
considered the performance in the presence of ON- OFF VBR background
traffic.

In reality, VBR consists of multiplexed conpressed audio and video
application traffic, each shaped by | eaky buckets at their respective
Sustained Cell Rate (SCR) and Peak Cell Rate (PCR) paraneters.
Conpressed video has been shown to be Ilong-range dependent by
nature[1l]. Conpressed audio and video streanms belonging to a single
program are expected to be carried over an ATM network using the
MPEG- 2 Transport Streamfacility as outlined in reference [2].

In this contribution, we first present a nodel of nultiplexed MPEG 2
transport streans carried over ATM using the VBR service. Each
stream exhi bits | ong-range dependence, i.e., correlation over |arge
time scales. W then study the effect of this VBR background on ABR
connections carrying TCP file transfer applications on WAN and
satellite configurations.

2. Overview of MPEG 2 over ATM

In this section, we give a quick introduction to the MPEG 2 over ATM
nodel and introduce sonme MPEG 2 termnology. For a det ail ed
di scussi on, see reference [4].

| | | MPEG2 | | |
| Video | | El enent ary| | Packet -
| Source | - | Encoder |---->| -izer | === >
| I | | |
(unconpr essed ( MPEG Encoded (Packetized | @ -------
stream stream El ement ary -> | Syst ens|
(or elenentary Stream | Layer
stream -> | Mux
|
[ Presentation [ Access Units] [ PES packets] | = -------
Uni t s] |
____________________________ V
| | | MPEG 2 | | | (Transport
| Audio | | El enent ary| | Packet- | Stream
| Source | - | Encoder |---->] -izer | === - >
| | | | | | [fixed 188 byte
——————————————————————————— packet s]

The MPEG 2 standard specifies two kinds of streams to carry coded
video: the "Transport Streant and the "Program Stream'. The latter is



used for conpatibility with MPEG1l (used for stored conpressed
vi deo/ audi o), while the forner is used to carry conpressed vi deo over
networks which may not provide an end-to-end constant delay and
jitter-free abstraction.

A Transport Stream can carry several programs nultiplexed into one
stream Each program may consist of several "elenentary streans,"
each contai ning MPEG 2 conpressed video, audio, and other streans
like cl ose-captioned text, etc.

Figure 1 shows one such program streamformed by nmultiplexing a
conpressed video and a conpr essed audi o el ement ary stream
Specifically, the figure shows the unconpressed video/audi o stream
goi ng through the MPEG 2 el ementary encoder to form the "elenentary
stream’. Typically, the unconpressed stream consists of franes
generated at constant intervals (called "frame display tinmes") of 33
ne (NTSC format) or 40 ns (PAL format). These franes (or "G oup of
Pictures" in MPEG 2 termi nology) are called "Presentation Units."
MPEG 2 conpression produces three different types of franes: |, P and
B frames, called "Access Units."

I (Intra-) franes are large. They contain the base pi cture,
autononously coded w thout need of a reference to another picture.
They m ght take about 4-5 franme display tinmes (approximtely 160 ns)
to be transmitted on the network dependi ng upon the available rate

[5].

P (Predictive-) franmes are nediumsized. They are coded with respect
to previous | or P frane. Transmission tines for P franes is
typically about 0.5-1 frame display tinmes [5].

B (Birectionally predicted-) franes are very small. They are coded
with respect to previous and later | or P frames and achi eve maxi num
conpression ratios (200:1). Transmission tines for B franes is
typically about 0.2 franme display tinmes or even less [5].

As shown in Figure 1, the access units are packetized to formthe
"Packetized El enentary Stream (PES)". PES packets may be variable in
length. The packetization process is inplenentation specific. PES
packets may carry tinestanps (called Presentation Tinmestanmps (PTS)
and Decoding Tinestanps (DTS)) for |ong-term synchronization. The
MPEG 2 standard specifies that PTS tinmestanps rmust appear at |east
once every 700 nms.

The next stage is the MPEG 2 Systens Layer which does the foll ow ng
four functions. First, it creates fixed size (188 byte) transport
packets from PES packets. Second, the transport packets of different
PESs bel onging to one program are identified as such in the transport
packet format. Third, it nultiplexes several such prograns to create
a single Transport Stream Fourth, it sanples a systemclock (running
at 27 MHz) and encodes tinestanps called "MPE& Program C ock
Ref erences" (MPCRs, see [2]) in every multiplexed program The tine
base for different prograns nay be different.

The MPCRs are used by the destination decoder to construct a Phase
Locked Loop (PLL) and synchronize with the clock in the incomng
stream The MPEG 2 standard specifies that MPCRs nust be generated at
| east once every 100 ns. Due to AAL5 packetization considerations,
vendors wusually also fix a maximumrate of generation of MPCRs to 50
per second (i.e. no |less than one MPCR per 20 ms).

The key point is that the MPEG 2 rate is piecewise-CBR i.e., the
programis rate (not the transport streanmis rate) is constant between
successive MPCRs. The nmaxinum rate is bounded by a peak value
(typically 15 Mips for HDTV quality conpressed video [4]). The choice



of the rates between MPCRs is inplenentation specific, but in genera
depends upon the buffer occupancy, and the rate of generation of the
el ementary streans.

The transport stream packets are encapsulated in AAL5 PDU with two
transport stream packets in a single AALS5 PDU (for efficiency). The
encapsul ati on nmethod does not |look for MPCRs in a transport packet
and m ght introduce sone jitter in the process. Alternate methods and
enhancenents to the above met hod have been proposed [4, 6].

An ATM VBR connection can multiplex several transport streans, each
containing several programs, which in turn can contain severa
el ementary streans. W nodel the nultiplexing of several transport
streans over VBR But in our nodel, we will have only one program per
Transport Stream

MPEG 2 uses a constant end-to-end delay nodel. The decoder at the
destination can use techniques |like having a de-jittering buffer, or
restanping the MPCRs to conpensate for network jitter, [4]. There s
a Phase Locked Loop (PLL) at the destination which [ocks onto the
MPCR clock in the incomng stream The piecew se-CBR requirenent
all ows the recovered clock to be reliable. Engineering of ATM VBR VCs
to provi de best service for MPEG 2 transport streans and negotiation
of rates (PCR, SCR) is currently an inportant open question

3. VBR Vi deo nodel i ng:

There have been several attenpts to nodel conpressed video, see
references [1,7,8] and references therein. Beran et al [1] show that
| ong-range dependence is an inherent characteristic of conpressed VBR
vi deo. But, they do not consider MPEG 2 data. Garrett and WIIinger
[7] show that a conbination of distributions is needed to nodel VBR
vi deo. Heyman and Lakshman [8] argue that sinple markov chain nopdels
are sufficient for traffic engineering purposes even though the frane
size distribution may exhibit | ong-range dependence.

The video traffic on the network may be affected further by the
mul ti pl exi ng, renegotiation schenes, feedback schemes and the service
category used. Exanples of renegotiation, feedback schenes and best -
effort video delivery are found in the literature, [9, 10, 11].

We believe that a general nodel of video traffic on the ATM network
is yet to be discovered. In this contribution, we are interested in
the performance of ABR carrying TCP connections when affected by a
| ong-range dependent, highly variable VBR background. W hence need a
nodel for the video background. W have attenpted to design the nodel
to resenble the MPEG 2 Transport Stream

There are three paraneters in the nodel: the conpressed video frane
size, the inter-MPCR interval lengths, and the rates in these inter-
MPCR intervals. In revision RO [12], we presented one npdel of the
VBR traffic where frane sizes are |ong-range dependent, but the
inter-MPCR intervals and rates are controlled by a scheme which we
pr oposed. In this revision, we propose a different nodel, where the
frame sizes are not of concern, but the inter-MPCR intervals are
uniformy distributed and the rates in the inter-MPCR intervals are
| ong-range dependent. 1In real products, the rates are chosen
depending upon the buffer occupancy at the encoder, which in turn
depends upon the frane sizes of the latest set of franes generated.
Further, the range of inter-MPCR intervals we generate follows
i npl enentati on standards. Therefore, we believe that the new nodel is
closer to the MPEG 2 Transport Stream nodel, and still incorporates



t he | ong-range dependence property in the video streans.

The effect of both nodels is to create high variance in ABR capacity.
Indeed, in both cases, the ERICA+ algorithmdeals with the variance
in ABR capacity and successfully bounds the naxi num ABR queues.

4. Modeling MPEG 2 Transport Streanms over VBR

W nodel a "video source" as consisting of a transport stream
generator, also called encoder (E) and a network elenment (NE). The
encoder produces a Transport Stream as shown in Figure 1 and
di scussed in section 2. In our nodel, the Transport Stream consists
of a single programstream The network elenent encapsulates the
transport packets into AAL5 PDUs and then fragnments theminto cells.
The out put of the network elenent (NE) goes to a | eaky bucket which
restricts the peak rate to 15 Mips. This | eaky bucket function can
alternatively be done in the encoder, E (which does not send
transport packets beyond a peak rate).

| Transport]| |
| Stream | | Network | Leaky Bucket
| CGenerator|---->| Elenent | ---->\ 1 /
| 1 | | 2 | \ /
| | | | - |
[ Transport [ATM Cel Is] ---------- >
Stream ] |
: |
: |
[Trahsport : --> VBR VC
Stream ] [ ATM Cel | s] :
| Transport | | |
| St ream | | Network | Leaky Bucket |
| Generator|---->| Element | ---->\ N /
| N | | N | \ |
| | |
|

Figure 2: Miltiplexing MPEG 2 Conpressed Video Traffic over VBR

Several (N) such video sources are nultiplexed to formthe VBR
traffic going into the network as shown in Figure 2. Each encoder
generates MPCRs wuniformy distributed between 20 ns and 100 ns. The
reason for this choice (of maxi mum and nmi ni mum MPCRs) is explained in
section 2. The rate of an encoder is piecew se-constant between
successive pairs of MPCRs.

We generate the rates as follows. W choose the rate such that the
sequence of rate values is |ong-range dependent. Specifically, we use
a fast-fourier transform method [13] to generate the fractiona
gaussi an noise (FGN) sequence (an independent sequence for each
source). W ignore values above the maximum rate to 15 Mps and
below the mnimum rate (0 Mps). This reason for this choice is
di scussed in the following section. W choose different values of
nean and standard deviation for the generation procedure. \Wen we



generate an inter-MPCR interval Ti and a corresponding rate Ri, the
video source sends cells at a rate R uniformy spaced in the
interval Ti. Due to the ignoring of some rate val ues, the actual nean
of the generated streammay be slightly greater or |esser than the
i nput nmeans. We later nmeasure the actual nmean rate and wuse it to
calcul ate the efficiency netric.

Though each video source sends piecewise-CBR cell streans, the
aggregate VBR rate need not be piecewise-CBR It has a nmean (SCR)
which is the sum of all the individual neans. Simlarly, it has a
maxi mumrate (PCR) which is close to the sumof the peak rates (15
Mops) of the individual video streams. These quantities depend upon
t he nunber of video sources. In our nodel, we use N equal to 9 to
ensure that the PCR is about 80%of total capacity. VBR is given
priority at any link, i.e, if thereis a VBRcell, it is scheduled
for output on the link before any waiting ABR cells are schedul ed.
Further, since each video stream is |ong-range dependent, the
conposite VBR stream is also |ong-range dependent. Therefore, the
conposite VBR stream and the ABR capacity has high variance.

4.1 Observations on the Long-Range Dependent Traffic Generation
Techni que:

The |ong-range dependent generation technique described in [13] can
result in negative values and values greater than the naximm
possi ble rate value. This occurs especially when the variance of the
distribution is high (of the order of the nean itself). Fortunately,
there are a few approaches in avoiding negative val ues and boundi ng
values within a maximum in such sequences. W considered these
approaches carefully before naking a choice.

The first approach is to generate a |ong-range dependent sequence
{x1, x2, ..., xn} and then use the sequence {e”x1l, e*x2, ..., e”xn}
in our simulation. The values e”xi is rounded off to the nearest
integer. This nethod always gives zero or positive nunbers. The new
distribution still exhibits [|ong-range dependence, though it is no
longer a fractional gaussian noise (FGY) (like the originally
generated sequence) [13]. Another problemis that all significant
negative values are truncated to zero leading to an inpulse at zero
in the new probability density function (pdf). Further, the nean of
t he new sequence is not the exponentiated value of the old nean.
This makes it difficult to obtain a sequence having a desired nean

A second technique is to avoid exponentiation, but sinply truncate
negative nunbers to zero. This approach again has the problemof the
pdf inmpulse at zero. Also the nmean of the entire distribution has
i ncreased.

The third technique is a variation of the second, which truncates the
negative nunbers to zero, but subtracts a negative value fromthe
subsequent positive value. This approach is ainmed to keep the nean
constant. But, it not only has the side-effect of inducing a pdf
i mpul se at zero, but also changes the shape of the pdf, thus
i ncreasing the probability of small positive val ues.

The fourth and final technique is to sinply ignore negative val ues
and val ues greater than the nmaxi mum This approach keeps the shape of
the positive part of the pdf intact while not introducing a pdf

i mpul se at zero. |If the nunber of negative values is small, the nean
and variance of the distribution would not have changed appreciably.
Further, it can be shown that the new distribution is still 1ong-

range dependent.



We choose the fourth approach (of ignoring negative val ues and val ues
greater than the nmaximun) in our sinmulations.

5. The "N Source + VBR' Configuration

The "N Source + VBR' configuration shown in Figure 3 has a single
bottl eneck |ink shared by the N ABR sources and a VBR VC carrying the
nmul ti plexed stream Each ABR source is a large (infinite) file
transfer application wusing TCP. Al traffic is unidirectional. Al
links run at 155.52 Mips. The |links traversed by the connections are
symmetric i.e., each link on the path has the sane length for all the
VCs. In our simulations, Nis 15 and the Iink I engths are 1000 km in
WAN simulations. In satellite simulations, the feedback del ay nmay be
550 ns (corresponds to a bottleneck after the satellite link) or 10
ns (corresponds to a bottleneck before the satellite link). This is
illustrated in Figures 4 and 5 (section 7.3).

| Src 1 |\ /| Dest 1
| |\ I |

-------- \ -------- LINKL =-------- / R

----] Swi [------- |  Sw2 [-------

- | | [EETREEE
T \
!/ \ \

———————— ! \ \emee - -
| Sre N |/ [ \ | Dest N |
| |/ \ | |

________ / \ oo

________ / \ e
| VBR Src] -- | VBR |
| | | Dest |

The individual link Iengths deternmine the round trip tinme (RTT) and
the feedback delay. Feedback delay is the sumof the delay for
feedback fromthe bottleneck switch to reach the source and the del ay
for the newload fromthe sources to reach the switch. It is at |east
twi ce the one-way propagation delay fromthe source to the bottl eneck
swi tch. The feedback delay determ nes how quickly the feedback is
conveyed to the sources and how quickly the new |load is sensed at the
swi tch.

For the video sources, we choose nmeans and standard deviations of
vi deo sources to have three sets of values (7.5 Mops, 7 Mps), (10
Mops, 5 Mips) and (5 Mips, 5 Mips). This choice ensures that the
variance in all cases is high, but the nmean varies and hence the
total VBR |oad varies. The nunber of video sources (N) is 9 which
neans that the maxi nrum VBR | oad is 80% of 155.52 Mips |link capacity.
As discussed later the effective nean and variance (after boundi ng
the generated value to wthin 0 and 15 Mps) my be slightly
different and it affects the efficiency neasure.

The Hurst paraneter which deternines the degree of |ong-range
dependence for each video streamis chosen as 0.8 [1].

We al so conpare results with prior results using an ON-OFF VBR node
[14]. In this nodel, the ONtime and OFF tinme are defined in terms of
a "duty cycle" and a "period". A pulse with a duty cycle of d and



period of p has an ONtine of d*p and and OFF tinme of (1-d)*p. Wen
the duty cycle is 0.5, the ONtine is equal to the OFF tine. During
the ON tine, the VBR source operates at its maxi mum anplitude. The
maxi mum anpl i tude of the VBR source is 124.41 Mips (80% of |ink
rate).

6. TCP and ERI CA+ Paraneters:

W use a TCP nmxinum segnment size (MsS) of 512 bytes. The wi ndow
scaling option is wused to obtain larger wndow sizes for our
si mul ati ons. For WAN sinmulations we used a wi ndow of 16*64 kB or
1024 kB which is greater than the product of the round trip tine
(RTT) and the bandwidth yielding a result of 454,875 bytes at 121.3
Mops TCP payl oad rate (defined bel ow) when the RTT is 30 ns. For
satellite sinulations, we used a w ndow size of 256*34000 = 8.704
*1076 bytes which is sufficient for an RTT of 550 ms at 121.3 Mops
TCP payl oad rate.

TCP data is encapsul ated over ATM as follows. First, a set of headers
and trailers are added to every TCP segnment. W have 20 bytes of TCP
header, 20 bytes of |P header, 8 bytes for the RFC1577 LLC/ SNAP
encapsul ati on, and 8 bytes of AAL5 information, a total of 56 bytes.
Hence, every MSS of 512 bytes beconmes 568 bytes of payload for
transm ssion over ATM This payload with padding requires 12 ATM
cells of 48 data bytes each. The nmaxi numt hroughput of TCP over raw
ATMis (512 bytes/ (12 cells * 53 bytes/cell)) = 80.5% Further in
ABR, we send FRM cells once every Nrm (32) cells. Hence, the maxi num
t hroughput is 31/32 * 0.805 = 78% of ABR capacity. For exanple, when
the ABR capacity is 155.52 Mps, the maxi mum TCP payl oad rate is
121. 3 Mops.

We use a nmetric called "efficiency” which is defined as the ratio of
the TCP throughput achieved to the maxi mumthroughput possible. As
defined above the nmaxi num throughput possible is 0.78*(mean ABR
capacity). The efficiency is calculated as follows. W first neasure
the the aggregate nmean VBR rate (since it is not the sum of the
i ndividual nmean rates due to bounding the values to 0 and 15 Mops).
Subtract it from 155 Mips to get the mean ABR capacity. Then nultiply
the ABR capacity by 0.78 to get the maxi num possi bl e throughput. W
then take the ratio of the neasured TCP throughput and this
cal cul ated value to give the efficiency.

In our simulations, we have not wused the "fast retransmt and
recovery" algorithns. Since there is no loss, these algorithns are
not exerci sed.

The ERI CA+ algorithm[3] uses five paraneters. The al gorithm neasures
the | oad and nunber of active sources over successive averaging
intervals and tries to achieve 100% utilization wth queueing del ay
equal to a target value. The averaging intervals end either after
the specified length or after a specified nunber of cells have been
recei ved, whichever happens first. In our sinulations, these values
default to 500 ABR input cells or 5 ns. The other paraneters are used
to define a function which scales the ABR capacity in order to
achi eve the desired goals. These include a target queueing delay (TO,
set to 500 m croseconds), two curve paraneters (a = 1.15 and b =
1.05), and a factor which Iimts the ambunt of ABR capacity allocated
to drain the queues (QDLF = 0.5).

7. Sinmulation Results:

7.1 Effect of High Variance and Total VBR Load



In this section, we present simulation results where we vary the mean
and the standard deviation of the individual video sources such that
the total variance is always high, and the total maximum VBR | oad
vari es.

In Table 1, we show the nmaxinmum queue length, the total TCP
t hroughput and efficiency for three conbinations of the mean and
standard deviation. In our presentation, we show graphs of the tota

VBR | oad and the pi ecewi se-CBR nature of individual video streans.

Table 1

N VIDEO SOURCES |  ABR METRCS
# | Mean | Standard | Max Switch Q | Total TCP |Efficiency

| per-source | Deviation| (cells) | Throughput | ( % of Max

| rate (Mops)| (Mops) | | | t hr oughput)
1.0 5 | 5 |11634 (3.18°F/b Delay)| 76.77 Mops| 95.2%
2. | 7.5 | 7 | 8175 (2.22*F/ b Delay)| 66.30 Mps| 93.8%
3. | 10 | 5 | 3884 (1.05*F/b Delay)| 56.52 Mops| 91.8%

The neasured mean VBR capacity (after bounding the rate values
between 0 and 15 Mips) was as follows. For row 1, it was 52.1 Mops
(against 9 * 5 = 45 Mips expected wi thout bounding). For row 2, it
was 64.9 Mps (against 9 * 7.5 = 67.5 Myps expected without
bounding). For row 3, it was 76.5 Mops(against 9 * 10 = 90 Mops
expected without bounding). GObserve that when the input nean is
hi gher, the expected aggregate value is lower and vice-versa. The
efficiency values (as defined in section 6) are cal cul ated using
t hese val ues of total VBR capacity. The efficiency in all cases is
hi gh (above 90% in spite of the high variance in ABR capacity.

The nmaxi mum queue length is controlled to about three tines the
f eedback delay (or one round trip tinme) worth of queue. The feedback
delay for this configuration is 10 ns, which corresponds to (10 ns) *
(367 cells/nms) = 3670 cells worth of queue when the network is on the
average overloaded by a factor of 2 (as is the case with TCP). The
round-trip tinme for this configuration is 30 ns.

The queue length is higher when the mean per-source rate is |ower
(i.e., when the average ABR rate is higher). This is explained as
foll ows. \Whenever there is variance in capacity, the switch algorithm
may make errors in estimating the average capacity and my
overal locate rates tenporarily. Wien the average ABR capacity is
hi gher, each error in allocating rates wll result in a |larger
backl og of cells to be cleared than for the corresponding case when
the average ABR capacity is low. The conbination of these backl ogs
may result in a larger maxi mum queue before the Ilong-term queue
reducti on nechani smof the switch algorithmreduces the queues.

7.2 Conparison with ONOFF VBR Results:

In our earlier contribution [14] and references therein, we had
studi ed the behavior of TCP over ABR in the presence of ON-OFF VBR
sources. We had studied ranges of ON-OFF periods from1 ns through
100 ms. Further, we had | ooked at results where the ON period was not



equal to the OFF period. The worst cases were seen in the latter
simul ati ons. However, with nodifications to ERICA+ and a |arger
averaging interval we found that the nmaxi mum sw tch queue | ength was
5637 cells. This experinment has a duty cycle of 0.7 and a period of
20ns i.e., the ONtinme was 14 ns and the off time was 6 nms. Since we
use the sane switch algorithm paraneters in this study, we can
perform a conparison of the two studies.

We observe that, even after the introduction of the |ong-range
dependent VBR nodel, the queues do not increase substantially (beyond
one round trip worth of queues) and the efficiency renains high
(around 90% . This is because the ERICA+ switch algorithm has been
refined and tuned to handle variance in the ABR capacity and ABR
demand. These refinenents allow the convergence of the ABR queues,
wi t hout conprom sing on the efficiency.

7.3 Satellite simulations with Short Feedback Del ay

In this section and the next, we repeat the experinments with some
links being satellite links. Inthe first set of sinulations, we
replace the bottleneck link shared by 15 sources with a satellite
link as shown in Figure 4. The links fromthe second switch to the
destination nodes are 1 kmeach. The total round trip tine is 550 ns,
but the feedback delay remains 10 ns.

Satellite
/ \
. o\
/ \
/ \

________ / \ oo
| Src 1 |\ / \ /| Dest 1
| / \

________ \ oo oo / oo

----] Sw1 | | Sw2 |-------
-] | | |-

R \

/  1000km \ 1km \

-------- ! \ L
| Sre N |/ [ \ | Dest N |
| | / \ | |

________ / \ R

________ / \ oo
| VBR Src] -- | VBR |

Table 2 shows the maxi num switch queue length for the sane three
conbi nati ons of mean and variance of the video source piecew se-CBR
rates. Note that the TCP startup tinme in this configuration is |large
because the round trip time (550 ns) is large and TCP requires
multiple round trips to be able to wuse its full capacity. Qur
simulation was run for 10 secs which is enough for the queues to
stabilize, but not for TCP to achieve maxi mum throughput. TCP



t hroughput values are |low because of the transient rise tine. A
simulation run for equal number of round trip times as the WAN
simul ations is necessary for throughput conparisons. Hence, we do not
show the t hr oughput and ef ficiency nmetrics for satellite
configurations. This long TCP startup time over satellite networks is
a concern which is currently being addressed by IETF and N A S A
[15].

Table 2
o VIDEO SOURCES |  ABR METRICS
# | Mean | Standard | Max Switch Q
| per-source | Deviation | (cells)

L rate (Wps)| (Wps) I
1. 5 | 5 | 6824 (1.86*f/b del ay)

2. | 7.5 | 7 | 5313 (1.45*f/b del ay)

3. | 10 | 5 | 6062 (1.65*f/b del ay)

Tabl e 3 shows that maxi mum queues are about the sane, irrespective of
t he nmean and variance. In such satellite configurations the feedback
delay is the domnant factor (over round trip tine) in determning
t he maxi mum queue | ength. As discussed earlier, one feedback del ay of
10 ms corresponds to 3670 cells of queue for TCP. (bserve that the
gueues are controlled to under two tines this val ue.

7.4 Satellite simulations with Long Feedback Del ay

In our second set of satellite sinulations, we exam ne the effect of
| onger feedback delays. Consider a switch A at the end of a satellite

link or a switch dowmnstreamof A It will have a feedback delay of
about 550 ms. This is the scenario we nodel. W form a new
configuration as shown in Figure 5 by replacing the Ilinks in the

feedback path to sources with satellite Iink. Al other links are of
length 1 kmeach. As a result, the round trip tinme and the feedback
del ay are both approxi mately equal to 550 ns.

Sat 1
/ \
! Vo
/ \
/ \
/ \
-------- . \
| Src 1 | \
| | \
———————— \
\
Sat N \
\
/ \ \
! Vo \
/ \ \
/ \ \
/ \ |
/ \ \ | Dest 1 |
/ \ \ 1 km 1 km



The maxi num queue | ength results are shown in Table 4. (bserve that
the queue lengths are quite large. The total queue is still a smal
multiple of the feedback delay or RTT (a feedback del ay of 550 ns
corresponds to 201850 cells). This indicates that satellite switches
need to provide at |east so nuch buffering to avoid | oss on these
hi gh delay paths. A point to consider is that these |arge queues
should not be seen I n downstream workgroup or WAN swi tches, because
they will not provide so much buffering. Satellite switches can
i solate downstream switches from such |arge queues by inplenenting
the VSVD option as described in our previous contribution [16].

Table 3
o VIDEO SOURCES |  ABR METRICS
# | Mean | Standard | Max Switch Q
| per-source | Deviation | (cells)
L rate (Wps)| (Wps) I
1. 5 | 5 | 212520 (1.05*f/b del ay)
2. | 7.5 | 7 | 229599 (1.14*f/b del ay)
3. | 10 | 5 | 165681 (0.82*f/b del ay)

In this contribution, we have described how to npdel severa

nmul ti plexed MPEG 2 video sources over VBR Conpressed video sources
exhi bit | ong-range dependence in the traffic patterns they generate.

The effect of +this |long-range dependence is to introduce high
variance in the ABR capacity. However a good switch schene |I|ike
ERICA+ is sufficient to handle this variance in ABR capacity. This
results in controlled ABR queues and high wutilization. The maximm
ABR queue length is a function of the feedback delay and round trip

tinme. This inplies that switches ternminating satellite 1links should
provide buffers proportional to the length of the satellite link in
order to deliver high performance. Further, if +they inplenent the

VSVD option, they can isol ate downstream workgroup switches fromthe
effects of the Iong delay satellite path.

We al so briefly survey VBR video nodeling techni ques, the MPEG 2 over
ATM approach, and propose two ways of nodeling MPEG 2 video over VBR
in this contribution and its earlier version [12].
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