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3.1. Throughput

3.1.1. Definitions

There are three frame-level throughput metrics that are of interest to a user:

* Losdessthroughput - It is the maximum rate at which none of the offered frames is
dropped by the SUT.

* Peak throughput - It is the maximum rate at which the SUT operates regardiess of
frames dropped. The maximum rate can actually occur when the loss is not zero.

* Full-load throughput - It is the rate at which the SUT operates when the input links
are loaded at 100% of their capacity.

A model graph of throughput vs. input rate is shown in Figure 3.1. Level X defines the
lossless throughput, level Y defines the peak throughput and level Z defines the full-load
throughput.

Throughput
(Output)

Peak Y —
Losdess X

Full-Load z

>

X B C Load (Input)

Figure 3.1: Peak, lossess and full-load throughput

The lossless throughput is the highest load at which the count of the output frames equals
the count of the input frames. The peak throughput is the maximum throughput that can
be achieved in spite of the losses. The full-load throughput is the throughput of the
system at 100% load on input links. Note that the peak throughput may equal the lossess
throughput in some cases.

Only frames that are received completely without errors are included in frame-level
throughput computation. Partial frames and frames with CRC errors are not included.



3.1.2. Units

Throughput should be expressed in the dfedive bits/sec counting only bits from frames
excluding the overhead introduced by the ATM tedchnology and transmisson systems.

This is preferred over spedfying it in frames/sec or cdlsgsec Frames/sec requires
spedfying the frame size The throughput values in frames/sec d various frame sizes
cannot be compared without first being converted into bits/sec. Cells/secis not agood unit
for frame-level performance sincethe cdls aren't seen by the user.

3.1.3. Statigtical Variations

There is no need for obtaining more than one sample for any of the three frame-level
throughput metrics. Consequently, there is no need for cdculation of the means and/or
standard deviations of throughputs.

3.1.4. Measurement Procedures

Before starting measurements, a number of VCCs (or VPCs), henceforth referred to as
“foreground VCCs’, are established through the SUT. Foreground VCCs are used to
transfer only the traffic whose performance is measured. That traffic is referred as the
foreground traffic. Charaderistics of aforeground traffic ae spedfied in 3.1.5.

Thetests can be mnducted under two conditions:
» without badkground traffic;
* with badkground traffic;

Procedure without background traffic

The procedure to measure throughput in this case includes a number of test runs. A test
run starts with the traffic being sent at a given input rate over the foreground VCCs with
ealy packet discard disabled (if this feaure is available in the SUT and can ke turned off).
The average cdl transfer delay is constantly monitored. A test run ends and the
foreground traffic is sopped when the average cdl transfer delay has not significantly
changed (not more than 5%) during a period of at least 5 minutes.

During the test run period, the total number of frames ent to the SUT and the total
number of frames recaved from the SUT are recorded. The throughput (output rate) is
computed based on the duration of atest run and the number of recaved frames.

If the input frame @unt and the output frame wunt are the same then the input rate is
increased and the test is conducted again.



The losdessthroughput is the highest throughput at which the count of the output frames
equals the aunt of the input frames.

The input rate is then increased even further (with ealy padket discad enabled, if
available). Although some frames will be lost, the throughput may increese till it reades
the pedk throughput value. After this point, any further increase in the input rate will result
in adeaease in the throughput.

The input rate is finally incressed to 100% of the link input rates and the full-load
throughput is recorded.

Procedure with background traffic

Measurements of throughput with badkground traffic are under study.

3.1.5. Foreground Traffic

Foreground traffic is gedfied by the type of foreground VCCs, connedion configuration,
service dass arriva patterns, frame length and input rate.

Foreground VCCs can be permanent or switched, virtual path or virtual channel
connedions, established between ports on the same network module on the switch, or
between ports on different network modules, or between ports on different switching
fabrics.

A system with nports can be tested for the following connedion configurations:
* n-to-n straight,

* nto-(n-1) full cross

* n-to-mpartia cross 1< ms<n-1,

o k-to-1, 1<k<n,

o 1-to-(n-1).

Different connedion configurations are ill ustrated in Figure 3.2, where eab configuration
includes one ATM switch with four ports, with their input components siown on the left
and their output components $own the right.

In the cae of n-to-n straight, input from one port exits to another port. This represents
amost no path interference anong the foreground VCCs. There ae n foreground VCCs.
SeeFigure 3.2a.

In the cae of n-to-(n—1) full cross input from ead port is divided equally to exit on ead
of the other (n—1) ports. This represents intense competition for the switching fabric by
the foreground VCCs. There ae nx(n—1) foreground VCCs. SeeFigure 3.2b.
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Figure 3.2: Connedion configurations for foreground traffic

In the cae of n-to-m partial cross input from ead port is divided equally to exit on the
other m ports (1 < m < n—1). This represents partial competition for the switching fabrics
by the foreground VCCs. There ae nxm foreground VCCs as $rown in Figure 3.2c. Note
that n-to-n straight and n-to-(n—1) full crossare spedal cases of n-to-m partial crosswith
m=1 and m=n—1, respedively.



In the case of k-to-1, input from k (1 < k < n) ports is destined to one output port. This
stresses the output port logic. There are k foreground V CCs as shown in Figure 3.2d.

In the case of 1-to-(n—-1), al foreground frames input on the one designated port are
multicast to al other (n—1) ports. This tests the multicast performance of the switch.
There is only one (multicast) foreground V CC as shown in Figure 3.2e.

Use of the 1-to-(n—1) connection configuration for the foreground traffic is under study.

The following service classes, arrival patterns and frame lengths for foreground traffic are

used for testing:

* UBR service class. Traffic consists of equally spaced frames of fixed length.
Measurements are performed at AAL payload size of 64 B, 1518 B, 9188 B and 64
kB. Variable length frames and other arrival patterns (e.g. self-similar) are under study.

* ABR service classis under study.

The required input rate of foreground traffic is obtained by loading each link by the same
fraction of its input rate. In this way, the input rate of foreground traffic can aso be
referred to as a fraction (percentage) of input link rates. The maximum foreground load
(MFL) is defined as the sum of rates of al links in the maximum possible switch
configuration. Input rate of the foreground traffic is expressed in the effective bits/sec,
counting only bits from frames, excluding the overhead introduced by the ATM
technology and transmission systems.

3.1.6. Background Traffic

Higher priority traffic (like VBR or CBR) can act as background traffic for experiments.
Further details of measurements with background traffic using multiple service classes
simultaneoudly are under study. Until then, al testing will be done without any
background traffic.

3.1.7. Guidelines For Scaleable Test Configurations

It is obvious that testing larger systems, e.g., switches with larger number of ports, could
require very extensive (and expensive) measurement equipment. Hence, we introduce
scaleable test configurations for throughput measurements that require only one ATM
monitor with one generator/analyzer pair. Figure 3.3 presents a simple test configuration
for an ATM switch with eight ports in a 8-to-8 straight connection configuration. Figure
3.4 presents atest configuration with the same switch in an 8-to-2 partial cross connection
configuration. The former configuration emulates 8 foreground VCCs, while the later
emulates 16 foreground VCCs.
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Figure 3.3: A scaleable test configuration for throughput measurements using only one
generator/analyzer pair with 8-port switch and a 8-to-8 straight connection configuration
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Figure 3.4: A scaleable test configuration for throughput measurements using only one
generator/analyzer pair with 8-port switch and a 8-to-2 partia cross connection configuration



In both test configurations, there is one link between the ATM monitor and the switch.
The other seven ports have external loopbadks. A loopbadk on a given port causes the
frames transmitted over the output of the port to be recaved by the input of the same
port.

The test configurations in Figure 3.3 and Figure 3.4 assume two network modules in the
switch, with switch ports PO-P3 in one network module and switch ports P4-P7 in the
another network module. Foreground VCCs are dways established from a port in one
network module to a port in the aother network module. These nnedion
configurations could be more demanding on the SUT than the caes where eat VCC uses
ports in the same network module. An even more demanding case @uld be when
foreground V CCs use different fabrics of a multi-fabric switch.

Approaches smilar to those in Figure 3.3 and Figure 3.4 can be used for n-to-(n-1) full
cross and other types of n-to-m partia cross connedion configurations, as well as for
larger switches. Guidelines to set up scdedble test configurations for the k-to-1
connedion configuration are under study.

It should be noted that in the proposed test configurations, becaise of loopbadks, only
permanent VCCs or VPCs can be established

It should also be redized that in the test configurations with loopbadks, if al link rates are
not identicd, it is not possble to generate foreground traffic equal to the MFL. The
maximum foreground traffic load for a n-port switch in those caes equals n x lowest link
rate. Only in the cae when all link rates are identicd is it possble to obtain MFL level. If
al link rates are not identicd, and the MFL level neals to be readed, it is necessary to
have more than one analyzer/generator pair.

3.1.8. Reporting results

Results should include adetailed description of the SUT, such as the number of ports, rate
of ead port, number of ports per network module, number of network modules, number
of network modules per fabric, number of fabrics, maximum foreground load (MFL),
software version, and any other relevant information.

Values for the losdess throughput, the pe throughput with corresponding input load,
and the full-load throughput with corresponding input load (if different from MFL) are
reported along with foreground (and badkground, if any) traffic charaderistics.

Thelist of foreground traffic charaderistics and their possble values are now provided:

» type of foreground VCCs. permanent virtual path connedions, switched virtual path
conredions, permanent virtual channel connections, switch virtua channel
connedions;



» foreground VCCs established: between ports inside anetwork module, between ports
on different network modules, between ports on different fabrics, some cmbination
of previous cases;

* conredion configuration: n-to-n straight, n-to-(n-1) full cross n-to-m partial cross
withm=2, 3,4, ..., n-1, k-to-1 withk=2, 3,4, 5, 6, ...;

* savice dass UBR, ABR;

» arrival patterns. equally spaced frames, self-smilar, random,;

» framelength: 64 B, 1518 B, 9188 B or 64 kB, variable;

Vaues in bold indicae traffic charaderistics for which measurement tests must be
performed and for which throughput values must be reported.

3.2. Frame L atency

3.2.1. Definition

MIMO latency (Message-In Message-Out) is a general definition of the latency that
appliesto an ATM switch or agroup of ATM switches. It is defined as follows:

MIMO latency = min {LILO latency, FILO latency — NFOT}

where:

* LILO latency = Time between the last-bit entry and the last-bit exit
* FILO latency = Time between the first-bit entry and the last-bit exit
* NFOT = Nominal frame output time

The nominal frame output time is defined as:

NFOT = Frame input time xInput link rate / Output link rate
where:
* Frameinput time =Time between the first-bit entry and the last-bit entry
The following is an equivalent definition for MIMO latency:

LILO latency if input link rate < output link rate
MIMO latency =

FILO latency — NFOT if input link rate > output link rate

It should be noted that when the input link rate is equal to the output link rate:

MIMO latency = LILO latency = FILO latency — NFOT
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The MIMO latency is a genera definition that applies even when the frames are
discontinuous at the input and/or output or when the input and output rates are different.

To measure MIMO latency for a given frame, the time of occurrence for the following
three events neead to be recorded:

* First-bit of the frame entersinto the SUT,

» Last-bit of the frame entersinto the SUT,

e Last-bit of the frame eits from the SUT.

The time between the first and the second eventsis FILO latency and the time between the
seoond and third eventsis LILO latency.

NFOT can ke cdculated gven the cdl pattern of the test frame on input (which includes a
number of cdls of the test frame and duration of idle intervals, if any, and/or number of
cdls from other frames, if any, between the first cdl and the last cdl during input
transmisson of the test frame), and rates of input and output links. Note that for
contiguous frames on input:

Frame input time =Frame Size/ Input link rate
and then it follows:

NFOT = Frame Size/ Output link rate

Substituting LILO latency, FILO latency and NFOT in the MIMO latency formula would
give the frame latency of the SUT.

Appendix A (Sedion A.2.) presents an explanation of MIMO latency and its justification.

3.2.2. Frame Delay and Cell Level Data

Contemporary ATM monitors provide measurement data only at the cdl level, e.g., cdl
transfer delay (CTD) and cdl inter-arrival time. This data is aufficient to caculate MIMO
frame latency as follows.

If the input link rate islessthan or equal to the output link rate, then:

MIMO latency =
Last cdl’stransfer delay — (Last cdl’ sinput transmit time +Monitor overhead)

where:

» the cdl transfer delay isthe anount of time it takes for a cdl to begin leaving the ATM
test system and to finish arriving at the ATM test system, i.e. the time between the first
bit out and the last bit in;
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» the cd input transmit time is the time to transmit one cdl into the input link. It can be
easly cdculated;

» the monitor overheal is the overheal introduced by the ATM monitor when
measuring CTD and it is usualy non zero. It can be cdculated as difference between
the measured cdl transfer delay for the cae of closed loop on the ATM monitor and
the theoreticd value for the cdl transmit time plus any propagation delay.

Thus, to cdculate MIMO latency when the input link rate is less than or equal to the
output link rate, it is sufficient to measure the transfer delay of the last cdl of a frame.

If the input link rate is greaer than or equal to the output link rate, then:
MIMO latency = FIFO latency + Frame output time — NFOT

where:
* FIFO latency
= Time between the first-bit entry and the first-bit exit
= First cdl’ stransfer delay — (First cdl’ s output transmit time +Monitor overhead)
* Frame output time
= Time between the first-bit exit and the last-bit exit
= First cdl to last cdl inter-arrival time +Last cdl’s output transmit time
* the cdl output transmit time is the time to transmit one cdl into the output link. It can
be eaily cdculated.
» the cdl inter-arrival time is the time between arrival of the first bit of the first cdl and
the first bit of the last cdl.

Thus, to cdculate MIMO latency when the input link rate is greaer than or equal to the
output link rate, it is necessary to measure the first cdl transfer delay and the inter-arrival
time between the first cdl and the last cdl of aframe.

Appendix A (Sedion A.3.) presents derivations of expressons for MIMO latency
cdculation based on cdl level data.

3.2.3. Units

The latency should be spedfied in psec

3.2.4. Statigtical Variations

For the given foreground traffic and badkground traffic, the required times and/or delays,
needed for MIMO latency cdculation, are recrded for p frames, acording to the
procedures described in 3.2.5. Here p is a parameter and its default (and the minimal
value) is 100.
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Let M; be the MIMO latency of the ith frame. Note that MIMO latency is considered to be
infinite for lost or corrupted frames. The mean and standard errors of the measurement are
computed as follows:

Mean MIMO latency = (Z M) / p

Standard deviation of MIMO latency = (Z(M; — mean MIMO latency)?) / (p-1)

Standard error = standard deviation of MIMO latency / p*?

Given the mean and the standard error, the users can compute a 100(1-a)-percent
confidenceinterval as follows:

100(1—a)-percent confidenceinterval =
(mean — z x standard error, mean + z x Standard
error)

Here, z is the (1—a/2)-quantile of the unit normal variate. For commonly used confidence
levels, the quantile values are &s follows:

Confidence a Quantile
90% 0.1 1.615
9% 0.01 2.346

99.9% 0.001 3.291

The value of p can be dosen differently from its default value to dbtain the desired
confidence level.

3.2.5. Measurement Procedures

For MIMO latency measurements, it is first necessary to establish one VCC (or VPC)
used only by foreground traffic, and a number of VCCs or VPCs used only by badkground
traffic. Then, the badground traffic is generated. Charaderistics of a badkground traffic
are described in sedion 3.2.7. When flow of the badkground traffic has been established,
the foreground traffic is generated. Charaderistics of a foreground traffic are spedfied in
sedion 3.2.6. After the steady state flow of foreground traffic has been readed the
required times and/or delays needed for MIMO latency cdculation are recorded for p
conseadtive frames from the foreground traffic, while the flow of badkground traffic
continue uninterrupted. The entire procedure is referred to as one measurement run.
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3.2.6. Foreground traffic

MIMO latency depends upon several charaderistics of foreground traffic. These include
the type of foreground VCC, service dass arrival patterns, frame length, and input rate.

The foreground VCC can be a permanent or switched, virtual path or virtual channel
connedion, established between ports on the same network module of the switch, or
between ports on different network modules, or between ports on different switching
fabrics.

For the UBR service dass the foreground traffic consists of equally spaced frames of
fixed length. Measurements are performed on AAL payload sizes of 64 B, 1518B, 9183B
and 64 kB. Variable length frames and other arrival patterns (e.g. self-smilar) are under
study. ABR service dassis also under study.

Input rate of foreground traffic is expressed in the dfedive bits'sec counting only bits
from AAL payload excluding the overhead introduced by the ATM technology and
transmisson systems.

The first measurement run is performed at the lowest possble foreground input rate (for
the given test equipment). For later measurement runs, the foreground load is increased up
to the point when losses in the traffic occur or up to the full foreground load (FF.). FFL is
equal to the lesser of the input and the output link rates used by the foreground VCC.
Suggested input rates for the foreground traffic are: 0.5, 0.75, 0.875 0.9375 0.9687, ...,
iel1-2k=127345,...,0f FA.

3.2.7. Background Traffic

Badkground traffic charaderigtics that affed frame latency are the type of badkground
V CCs, connedion configuration, service dass arrival patterns (if applicable), frame length
(if applicable) and input rate.

Like the foreground VCC, badkground VCCs can be permanent or switched, virtual path
or channel connedions, established between ports on the same network module on the
switch, or between ports on different network modules, or between ports on different
switching fabrics. To avoid interference on the traffic generator/analyzer equipment,
badground VCCs are established in such way that they do not use the input link or the
output link of the foreground VCC in the same diredion.

For a SUT with w ports, the badkground traffic can use (w—2) ports, not used by the
foreground traffic, for both input and output. The port with the input link of the
foreground traffic can be used as an output port for the background traffic. Similarly, the
output port of the foreground traffic can be used as an input port for the badkground
traffic. Overal, badkground traffic can use an equivalent of n=w-1 ports. The maximum
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badkground load (MBL) is defined as the sum of rates of all links, except the one used as
the input link for the foreground traffic, in the maximum possble switch configuration.

A SUT with w (=n+1) ports is measured for the following badkground traffic connedion
configurations:

* n-to-n straight, with n badkground VCCs, (Figure 3.2.a);

* nto-(n=1) full cross with nx(n—1) badkground VCCs. (Figure 3.2.b);

* n-to-mpartia cross 1 <ms<n-1, with nxm badkground VCCs. (Figure 3.2.¢);

e 1-to-(n-1), with one (multicast) background VCC. (Figure 3.2.¢);

Use of the 1-to-(n—1) connedion configuration for the badkground traffic is under study.

The following service dasws, arrival patterns (if applicable) and frame lengths (if

appllcable) are used for the badkground traffic:

UBR service dass Traffic consists of equaly spacel frames of fixed length.
Measurements are performed at AAL payload size of 64B, 1518B, 9188B and 64
kB. Thisisa cae of bursty badkground traffic with priority equal to or lower than that
of the foreground traffic. Variable length frames and other arrival patterns (e.g. self-
similar) are for further study.

* CBRsarvice dass Traffic congists of a aontiguous gream of cdls at a given rate. This
is a cae of non-bursty badkground traffic with priority higher than that of the
foreground traffic.

* VBR and ABR service dasses are under study.

Input rate of the badkground traffic is expressed in the dfedive bits/sec counting only bits
from frames excluding the overheal introduced by the ATM technology and transmisson
systems.

In the caes of n-to-n straight, n-to-(n—1) full crossand n-to-m partia cross connedion
configurations, measurement are performed at input rates of 0, 0.5, 0.75, 0.875, 0.9375
0.9687 ... (1-2,k=0,1,2 3 4,5,..) of MBL. The required traffic load is obtained
by loading eadh input link by the same fradion of its input rate. In this way, the input rate
of badkground traffic can also be expressed as a fradion (percentage) of input link rates.

3.2.8. Guidelines For Scaleable Test Configurations

Scdedble test configurations for MIMO latency measurements require only one ATM test
system with two generator/analyzer pairs. Figure 3.5 presents the test configuration with
an ATM switch with eight ports (w=8). There ae two links between the ATM monitor
and the switch, and they are used in one diredion by the badkground traffic and in the
another diredion by the foreground traffic, as indicated. The other six (w—2) ports of the
switch are used only by the badkground traffic and they have external loopbads. A
loopbadk on a given port causes the frames transmitted over the output of the port to be
recaved by the input of the same port.
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Figure 3.5: A scdeale test configuration for measurements of MIMO latency using only
two generator analyzer pairs with 8-port switch and 7-to7 straight configuration for
badkground traffic

Figure 3.5 shows a 7-to-7 straight connedion configuration for the badground traffic.
The n-to-(n—1) full cross configuration and the n-to-m partial cross configurations can
also be similarly implemented.

The test configuration shown assumes two network modules in the switch with ports PO-
P3 in one network module and ports P4-P7 in the aother network module. Here, the
foreground VCC and badkground VCCs are established between ports in different
network modules.

It should be noted that in the proposed test configurations, becaise of loopbadks, only
permanent VCCs or VPCs can be established.

It should also be redized that in test configurations, if all link rates are not identicd, it is
not possble to generate badground traffic (without losses) equal to MBL. The maximum
badkground traffic input rate in those caes equals (1) x lowest link rate. Only in the
case where dl link rates are identicd is it possble to obtain MBL level without losss in
badkground traffic.

If the link rates are different, it is posgble to dbtain MBL in the n-to-n straight case, but
badground traffic will have losses. In this case, the foreground traffic should use the
lowest rate port in the switch as the input, while the highest rate port in the switch should
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be used as the output. The background traffic entersthe SUT through the highest rate port
and passes successvely through ports of deaeasing speals. At the end, the badkground
traffic exits the switch through the lowest rate port.

3.2.9. Reporting results

Reported results gould include detailed description of the SUT, such as the number of
ports, rate of ead port, number of ports per network module, number of network
modules, number of network modules per fabric, number of fabrics, the software version
and any other relevant information.

Values of the mean and the standard error of MIMO latency are reported along with
values of foreground and badground traffic charaderistics for eaty measurement run.

The list of foreground and badkground traffic charaderistics and their possble values are
now provided:

Foreground traffic:

» type of foreground VCC: permanent virtual path connedion, switched virtua path
conredion, permanent virtual channel connection, switch virtua channel
connedion;

» foreground VCC established: between ports insde anetwork module, between ports
on different network modules, between ports on different switching fabrics;

* savice dass UBR, ABR;

» arrival patterns. equally spaced frames, self-smilar, random,;

» framelength: 64 B, 1518 B, 9188 B or 64 kB, variable;

o full foreground load (FFA.);

* input rate: the lowest rate possible for the given test equipment, and 0.5, 0.75,
0.875, 0.9375 0.9687, ...,(i.e., 1 -2, k=1,2,3,4,5, ...,) of FFL.

Background traffic:

» type of badkground VCC's. permanent virtual path connedions, switched virtual path
conredions, permanent virtual channel connections, switch virtua channel
connedions;

» foreground VCCs established: between ports inside anetwork module, between ports
on different network modules, between ports on different switching fabrics, some
combination of previous cases,

* conredion configuration: n-to-n straight, n-to-(n—=1) full cross n-to-m partial cross
withm=2 3,4, ..., -1,

* savice dass UBR, CBR, ABR, VBR,;

» arrival patterns (when applicable): equally spaced frames, self-similar, random;

» framelength (when applicable): 64 B, 1518B, 9188 B, 64 kB, variable;

e maximum badkground load (MBL);
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« input rate: 0, 0.5, 0.75, 0.875, 0.9375 0.9687, ... (i.e, 1 -2¥ k=0, 1,2, 3,4,5,..)
of MBL.

Vaues in bold indicae traffic charaderistics for which measurement tests must be
performed and for which MIMO latency values must be reported.
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Appendix A: MIMO Latency

A.l. Introduction

In the case of asingle bit, the latency is generally defined as the time between the instant
the bit enters the system to the instant the bit exits from the system. For aniillustration of a
single bit case see Figure A. 1.

ATM network

S —> '
time
bit in . P
\\\\\ tm
Teeall Latency
\‘N_Vﬁblt ................................ P A— tout
Y

Figure A.1: Latency for asingle hit

For multi-bit frames, the usual way to define a frame latency is to use one of the following
four definitions:

* FIFO latency: Time between the first-bit entry and the first-bit exit

» LILO latency: Time between the last-bit entry and the last-bit exit

* FILO latency: Time between the first-bit entry and the last-bit exit

* LIFO latency: Time between the last-bit entry and the first-bit exit

Unfortunately, none of the above four metrics apply to an ATM network (or switch)

since:

* an ATM switch does cell-switching, i.e. it transmits a received cell of any frame
without waiting for any other cells of that frame to arrive and

» theframes are not always sent or received contiguoudly, i.e., there may be idle periods,
idle cells or cells of other frames between cells of a test frame either on input and/or
on output.

In the rest of this appendix, it is assumed that the duration of any idle period (between
cells of atest frame) is always an integral number of cell times. Thus, such periods can be
viewed as sequences of one or more idle cells. This assumption makes further presentation
easier without any loss of generality.
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Both idle cells and cells of other frames between cells of atest frame are shown as gaps. If
input and output rates are different then the duration of each gap on input is different from
aduration of each gap on output.

Figure A.2 illustrates different latencies of an ATM switch (network) with the input link
rate higher that the output link rate for atest frame consisting of 3 cells. Note the different
gaps on input and output. On input, there are two gaps after the first cell of the frame,
followed by two remaining cells of the frame. On output, there is only one gap after the
first cell and then two gaps between the second and the third cell of the frame.

ATM switch
First bit of < >
theframe Y T 'y . Cell of thetest
enters |:| frame on input
Frame FIFO
input Firg bit of
i r?]e Y theframe
exits
Last bit of v ]E:dl of thet?stt
theframe  —x - rame on outpu
enters
- Frame
output FILO 0
time Idleintervals or
B cells of other
LILO frames
Last bit of
v > the frame ............. ‘ ‘
exits

Figure A.2: Latency metrics

Figure A.2 does not show LIFO latency, because in the illustrated case, the first bit (cell)
exits before the last bit (cell) enters. Consequently, LIFO latency is negative. Because the
frame clearly experiences some positive delay, LIFO latency is not a good indicator of the
switch latency. For this reason, LIFO latency will not be considered further.

Note that FILO latency can be computed from LILO latency given the frame input time:
FILO latency = LILO latency + Frame input time

It is clear that LILO is a preferred metric in this case, since it is independent of the frame
input time, while FILO would be different for each frame input time. For this reason FILO
is not a good measure of switch latency.

In the next section, we justify the MIMO latency definition as defined in Section 3.2.1. We
systematically consider all possible cases comparing FIFO latency, LILO latency and
MIMO latency; and we show that MIMO latency isthe correct metric in all cases, whereas
other metrics apply to some cases but give incorrect results in others. The last section of
this appendix shows how to calculate MIMO latency based on cell level data.
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A.2. MIMO latency judtification

In this edion, we consider only cases where atest frame is discontinuous on both input
and output, i.e. cases with gaps between the cdls of atest frame. It should be noted that
cases with contiguous frames on input and/or output are spedal cases of discontinuous
frames with no gaps.

Depending upon the number of gaps on input and output, we have three posshili ties:
* No change in gaps: The number of gaps on output is same & that on input.

* Expansion of gaps: The number of gaps on output is larger than that on input.

» Compression of gaps: The number of gaps on output is lessthan that on input.

The nine caes and the gplicability of the three metrics (FIFO latency, LILO latency and
MIMO latency) to those caes are shownin Table A.1.

Table A.1: Applicability of Various Latency Definitions

No. Case FIFO | LILO | MIMO
la | Input rate =Output rate, no change in gaps v V V
1b | Input rate =Output rate, expansion of gaps X V v
1c | Input rate =Output rate, compresson of X v v
gaps
2a | Input rate <Output rate, no change in gaps X V V
2b | Input rate <Output rate, expansion of gaps X V v
2c | Input rate <Output rate, compresson of X v v
gaps
3a | Input rate >Output rate, no change in gaps v X V
3b | Input rate >Output rate, expansion of gaps X X V
3c | Input rate >Output rate, compresson of X X v
gaps

VO The metric gives avalid result.
x[] The metric gives an invalid result.

For ead case we present a scenario similar to one in Figure A.2, but with smplified
labeling. Each case includes one scenario with a test frame exercising a nonzero (positive)
latency and (if possble) another scenario with a test frame exercising a zeo-latency. We
refer to a switch with positive frame latency as a non-zero (positive) delay switch and to a
switch with a zeo frame latency as a zeo delay switch. The caes with a zeo-delay
switch are espedally useful to verify the validity of a latency definition, because the switch
delay is known in advance (equal to zero).
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It should be noted that it is acually possble to have a negative frame latency and we refer
to such switch as a spead-up (negative delay) switch. That scenario is only possble in the
case of Input rate >Output rate and compresson of gaps (Case 3c).

Case l1a: Input rate = Output rate, No Change in Gaps

S > — >
I i I D
| | | R .
—— > — i I
D=0
D \\\\\ -
Y . >

(a) Zero-delay switch (b) Nonzero-delay switch

FigureA.3

In both scenarios, the pattern of gaps on input is made purposely different from the pattern
of gaps on output. Thisisjust to illustrate the point that it isthe total gap that matters, and
not their locations within the test frame. In the given scenarios, the total number of gapsis
2 cdlson both input and output.

In this case, the switch delay D is given by:
D = First bit latency = Last bit latency

Here, we have:
* FIFOlatency =D O FIFO latency is corred.
e LILOlatency=D O LILO latency iscorred.
* Input rate =Output rate & FILO latency — Frame input time =D
0 MIMO latency = min {LILO latency, FILO latency — Frame input time}
=min{D,D} =D
0 MIMO latency is corred.



Case 1b: Input Rate = Output Rate, Expansion of Gaps
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A zeo-delay switch with expansion of gaps is an not possble. Therefore, only a non-zero
delay switch is siown in Figure A.4.

In this case, the switch delay D is given by:

D = Last hit latency = First bit latency + Time of additional gaps on output

Here, we have:

ﬁ

Nonzero-delay switch

FigureA.4

* FIFO latency < D O HFO latency is incorred; FIFO latency does not refled

expansion of gaps. It remains the same even when there is alarge expansion.

e LILOlatency=D O LILO latency iscorred.

* Input rate =Output rate & FILO latency — Frame input time =D
0 MIMO latency = min {LILO latency, FILO latency — Frame input time}

Case 1c: Input Rate = Output Rate, Compression of Gaps
In this case, shown in Figure A.5, the switch delay D is given by:

D = Last hit latency = First bit latency — Time of additiona gaps on input

Here, we have:

=min{D, D} =D
0 MIMO latency is corred.

* FIFO latency > D O FFO latency is incorred; FIFO latency is incorred because it
does not refled compresson of gaps.



LILOlatency =D [0 LILO latency is corred.

Input rate =Output rate & FILO latency — Frame input time =D

0 MIMO latency = min {LILO latency, FILO latency — Frame input time}
=min{D, D} =D

MIMO latency is corred

Case 2a: Input Rate < Output Rate, No change in Gaps

In this case, shown in Figure A.6, the switch delay D is given by:

D = Last bit latency

Here, we have:
FIFO latency > D O FIFO latency is incorred; FIFO latency varies by changing the
output rate and not changing the switch (and its delay) otherwise. So, FIFO latency

does not corredly represent the switch latency.

LILOlatency =D [0 LILO latency is corred.

Input rate <Output rate

0 FILO latency — Frameinput time x Input rate / Output rate =M > D
0 MIMO latency = min {LILO latency, M} =D

0 MIMO latency is corred.
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(a) Zero-delay switch (b) Nonzero-delay switch
FigureA.5

If idle cdls are considered part of the test frame, then this as well as all other cases of “no
change in gaps’ bemmes the same & if the frame is contiguous. It is obvious that FIFO
latency is equally incorred for continuous frames.
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Figure A.6
Case 2b: Input Rate < Output Rate, Expansion of Gaps
In this case, shown in Figure A.7, the switch delay D is given by:
D= Last hit latency
—> —>n.
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(a) Zero-delay Switch (b) Nonzero-delay Switch

FigureA.7



Here, we have:
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* FIFO latency isincorred becaise it varies as the output rate (or delay) in the switch is

changes, without any other changes.

» It should be noted that in this case, with a given input rate and a given number of gaps
on input, it is posshle to produce scenarios with an appropriate output rate and an
appropriate number of gaps on output such that FIFO latency > D, FIFO latency < D
or even FIFO latency = D, al without changing switch charaderistics.

e LILOlatency=D [0 LILO latency iscorred;

* Input rate <Output rate

0 FILO latency — Frameinput time x Input rate / Output rate =M > D

0 MIMO latency = min{LILO latency, M} =D

0 MIMO latency is corred;

Case 2c: Input Rate < Output Rate, Compression of Gaps

In this case, shown in Figure A.8, the switch delay D is given by:

(a) Zero-delay Switch

Here we have:

D = Last hit latency

H_

FigureA.8

(b) Nonzero-delay Switch
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FIFO latency > D O FFO latency is incorred; Note that, FIFO latency is affeded by
changing the output rate or/and the number of gaps on the output while the switch
(and its delay) is unchanged.

LILOlatency =D [0 LILO latency is corred.

Input rate <Output rate

0 FILO latency — Frameinput time x Input rate / Output rate =M = >D

0 MIMO=min{LILO latency, M} =D

0 MIMO latency is corred.

Case 3a: Input Rate > Output Rate, No Change in Gaps

In this case, shown in Figure A.9, the switch delay D is given by:

D = First bit latency

H- _____________ ) )-\\\ ‘\
i I . 5
a | | a ~ Y >
-‘\ B \
\\\ u \\ -
A Y \
~ \
\\ \\
D=0 \‘\ a . | |
N \
\\ \
N \
Y \
A > \ i
\
\
\
\
\\ -
(a) Zero-delay Switch N
\\ )

(b) Nonzero-delay Switch
FigureA.9

Here, we have:

FIFO latency =D O FIFO latency is corred.

LILO latency > D [0 LILO latency is incorred; Note that LILO latency may change
by changing the output rate and without changing the switch otherwise

FILO latency — Frame input time x Input rate / Output rate =D

0 MIMO latency = min{LILO latency, D} =D

0 MIMO latency is corred.
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Asit has been indicated, this case as well other cases with no change in gaps can be
viewed as cases with continuous frames. It is obvious that LILO latency is equally
incorrect for continuous frames.

Case 3b: Input Rate > Output Rate, Expansion of Gaps
Note that a zero-delay switch with expansion of gaps is not possible. Therefore, only the
non-zero delay scenario is shown in Figure A.10.

> yy

- RS D

Nonzero-delay Switch

Figure A.10
In this case, the switch delay D is given by:
D = First bit latency + Time of additional gaps on output
Here we have:
* FIFO latency < D [0 FIFO latency is incorrect; FIFO latency is incorrect because it

does not reflect expansion of gaps. Note that FIFO latency may be even zero (the case
of a zero delay for the first bit) for a nonzero-latency frame.
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* LILOlatency >D O LILO latency is incorred. It should be noted that while LILO
latency corredly acounts for a time of additional gaps it is incorredly influenced by
changes of output rate.

* FILO latency — Frame input time x Input rate / Output rate =D
0 MIMO latency = min{ LILO latency, D} = min{LILO, D} =D
0 MIMO latency is corred.

Case 3c: Input Rate > Output Rate, Compression of Gaps

Only in this case beside scenarios with a zeo-delay switch and a non-zero (positive) delay
switch, it is posgble in addition to have a scenario with a speed-up (negative delay)
switch.

In this case, it is posshle to have aswitch that reduces the delay of a frame be removing
several gaps. Such switches are cdled “speedup-delay” switches. One such case is 1own
in Figure A.11.c. A speadup-delay switch effedively has a negative delay.

In this case, the switch delay D is given by:
D = First bit latency — Time of missng gaps on output

Threesituations corresponding to threescenarios above can be distinguished:
* azeo-delay switch, where:

First bit latency = Time of missng gaps on output

* apostive-delay switch, where:

First bit latency > Time of missng gaps on output

* aspealup-delay switch or a negative-delay switch, where:

First bit latency < Time of missng gaps on output

Here, we have:

* FIFO latency > D OO FIFO latency is incorred; it does not refled compresson of
gaps.

 LILOlatency >D O LILO latency isincorred; while LILO latency corredly aceunts
for atime of additional gaps, it isincorredly influenced by changes of output rate.

* FILO latency — Frame input time x Input rate / Output rate =D
0 MIMO latency = min{LILO,D} =D
0 MIMO latency is corred.
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A.3MIMO latency calculation based on cell level data

Contemporary ATM monitors provide measurement data at the cell level. Considering that
the definition of MIMO latency uses bit level data, in this section we explain how to
calculate MIMO latency using data at the cell level.

Standard definitions of two cell level performance metrics, which are of importance for

MIMO latency are:
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» cdl transfer delay (CTD), defined as the anount of time it takes for a cdl to begin
learing the ATM monitor and to finish arriving at the ATM monitor, i.e. the time
between the first bit out and the last bit in.

» cdlinter-arrival time, defined as the time between arrival of the last bit of the first cell
and the last bit of the second cdll.

It appeas that CTD values obtained by ATM monitors always include some system
overheal. For example, the measured cdl transfer delay for the cae of closed loop on an
ATM monitor is usualy larger than the theoreticd value for the cdl transmit time (a time
needed to transmit one cdl over a link of given rate) plus any propagation delay. The
discrepancy can be atributed to delays interna to the monitor and its time resolution. That
discrepancy is cdled the monitor overhead, and it can be cdculated as the difference
between the measured cdl transfer delay over a dosed loop on the ATM monitor and the
theoreticd value for the cdl transmit time.

On the other hand, it appeas that inter-arrival times measured by ATM monitors are very
acarate, so corredions for cdl inter-arrival time values are not necessary.

The procedure for MIMO latency cdculation depends upon the relative values of input
and output link rates. There ae two casesto consider:

e Input link rate < Output link rate
e Input link rate > Output link rate

MIMO latency calculation: Input link rate < Output link rate

In cases when the input link rate is lessthan or equal to the output link rate:
MIMO latency = LILO latency

From Figure A.12, it can be observed that:

LILO latency = Last cdl’ stransfer delay — Last cdl’sinput transmit time

where;

* the cdl input transmit time =the time to transmit one cdl into the input link.

=53B * 8b/ Input link rate in bps

To acount for the overheal in the ATM monitor, the following adjustment in LILO
latency expresson hasto be made:

LILO latency =
Last cdl’ stransfer delay — (Last cdl’ sinput transmit time +Monitor overhead)
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Thus, to cdculate MIMO latency when the input link rate is less than or equal to the
output link rate, it is sufficient to measure the last cdl’ s transfer delay of aframe.

P
| - A = Last cdl’sinput transmit time
1 | | B = Last cdl’stransfer delay
5 i
A | |B
V‘V oL =
LILO y \l .
Figure A.12

MIMO Latency Calculation: Input link rate = Output link rate

In cases where the input link rate is greaer than or equal to the output link rate:
MIMO latency = FILO latency — NFOT

NFOT can be cdculated as discussd in the sedion 3.2.1, while FILO latency has to be
obtained.

From Figure A.13, it can be observed that:
FILO latency = FIFO latency + Frame output time
Also, it can be observed that:

FIFO latency = First cdl’stransfer delay —
(First cdl’s output transmit time +Monitor
overheal)
Frame output time =First cdl to last cdl inter-arrival time +
Last cdl’s output transmit
time
where:
» the cdl output transmit time =the time to transmit one cdl into the output link.
=53B * 8b/ Output link rate in bps

If measurements of cdl inter-arrival times are acarate, there is no need for any
corredionsin the FOLO expresson due to the monitor overhead.
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Thus, to cdculate MIMO latency when the input link rate is greaer than or equal to the
output link rate, it is necessary to measure the first cdl’s transfer delay and the inter-
arrival time between the first cdl and the last cdl of aframe.
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FigureA.13



