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Abstract :

Voice in its inherent nature is variable. It is natural to wuse the
VBR class for voice, and transmt voice inits bursty form On an
average, human voice has an speech activity factor of about 42% This
allows wus to nultiplex a |lot of voice sources together. W study the
degradation in voice quality under various scheduling policies for
VBR voice. Qur simulations showed that it is desirable to keep the
total VBR-voice |oad to about 50% of the total |ink capacity, in
order to maintain good quality voice. The remaining link capacity
could then be filled up by data.

LR R R R R I R R R I O R I I T R R O

Sour ce:

Jayaranman lyer, Raj Jain, Sohail Minir

Departrment of CI'S, The Chio State University (and NASA)
395 Dreese lab, 2015 Neil Ave, Col unbus, OH 43210-1277

Faj Jain iz now at Washington University in Saint Louds, jain@ese wstl edu hitp 2www .ese wusil e dw'~jainf

Sudhir Dixit

Noki a Research Center

3 Burlington Whods Dr., Suite 250

Burlington, MA 01803

Phone: 617-238-4915, Emmil: sudhir.di xit @ esearch. noki a. com

L R R R R I I I I R I I R I I R I I R I I R

Date: July 1997

EE R I I S I R I I I I I R I R I O R I S R S R I I I I I I I R

Distribution: ATM Forum Techni cal Worki ng Group Menbers (AF-TM AF- VTQA)

khkhkkhkhkhhkhkhhhkhhhhhhhhhhhhhhhhhhhhhhhhhhhhhkhhhhhdhhhdhhhdhdhkhdhkhdhrrkhkx*

Notice: This contribution has been prepared to assist the ATM Forum
It is offered to the Forumas a basis for discussion and is not a
bi ndi ng pr oposal on t he part of any of the contributing
organi zations. The statements are subject to change in form and
content after further study. Specifically, the contributors reserve
the right to add to, anend or nodify the statements contai ned herein.

EE R I I R I R I I I R I R R S R R I I R R I R R I R I R I

A postscript version of this contribution including all figures and
t abl es has been upl oaded to the ATMforum ftp server in the incom ng
directory. It may be noved fromthere to the atnm®7 directory. The
postscript version is also available on our web page as:

http://ww. cse. wust | . edu/ ~j ai n/ at nf/a97-0608. ht m

EIE R R I I R I I I I I R S R I R R I S I I S R R R R I I I R I I R I I


Raj Jain
Horizontal extra long


1 Introduction:

ATM has the capability to transport both voice and data. However, the

characteristics of both these are very different. Voice is
sensitive to end-to-end delay as well as delay wvariation, and
| ess sensitive to cell loss. Data, on the other hand is not sensitive
to delay and delay variation, but cannot tolerate <cell |oss. Voi ce

pl aces real-tine constraints on the netwirk to guarantee tight
del ay bounds. It is of course easy to find a solution to support
voi ce using the CBR class. However, this solution does not take into
account the characteristics of voice such as | ow speech activity and
hence does not utilize the bandwidth effectively. Voice has an
average activity factor of about 42% This neans that if we do not
use silence suppression, we would be wasting 58% of the link. W
could statistically nultiplex multiple voice sources and thereby
utilize the available bandwidth effectively. At the sane tinme, we
need to fulfill certain guarantees to maintain good voice quality. In
this contribution, we explore the possibility of transmtting voice
with strict delay bounds as multiplexed VBR traffic.

2 Del ay characteristics of voice

Voice is highly sensitive to delay, and mldly sensitive to delay
variations. In this section we look at required quality of service
paraneters to support voice.

2.1 Effect of end-to-end del ay.

St udi es have been conducted to observe the effect of large end to end
delay as well as the variation in delay. For applications
i ncludi ng support of interactive voice comunication, delay can
have two effects on connection performance. In the absence of
noti ceabl e echo, delay can interfere with the dynamcs of voice
conmuni cation. |In the presence of noticeable echo, increasing del ay
makes echo effects worse. At a certain amount of del ay, echo
cancelers are required to control the echo. Quality ratings for
nean del ays of about 165 ns and a variation of 35 ns has been poor

| TUT Recommendation G 114 recomends the following general Ilimts
for one-way transmission time for connections with adequate echo
control

0 to 150 ns, acceptable to nobst user applications.
150 to 400 ns, accept abl e under awareness of inpact on quality
Above 400 s, unaccept abl e

[ITU G 114] also states that sone highly interactive tasks may suffer
degradati on even at del ays of the order of 100 ns.

The end-to-end delay in an ATM network consists of t wo
conponents: queuing delay and re-assenbly delay. Queuing delay is
caused by the presence of other traffic in the switches. Proper
schedul i ng policies and drop policies are required in the switches to
mnimze this del ay.

The re-assenbly delay is caused by the need to fill the ATM cell.
At 64 Kkbps, it takes about 6 nms to fill up the entire payload of
an ATMcell. The re-assenbly del ay increases with hi gher



conpression rates. Wth nultiple voice channels nultiplexed into
a single ATMcell, the tinme is snaller

One can divide the end-to-end path into three: access |oop between
the source and the (virtual)PBX, the loop between the source
PBX and the destination PBXs, and the |oop between the destination
PBX and the destination. The end | oops carry one conversation per VC
and use partially filled cells. The niddle |oop carries nmultiple
conversations and has fully filled cells. Since the bandw dth
is easily and cheaply available in the access |oops, |o00sing
bandwi dth in partially filled cells nmight not be a serious concern

This contribution focuses on the queuing delay segnent arising out of
i nteraction between the traffic in the swtches.

2.2 Cell Loss

Voi ce can tolerate a small anmpbunt of isolated cell discarding. |If
there is correlation (bursty loss) either due to conpression or
ot herwi se between the dropped voice cells, then reconstruction of
voice at the destination suffers a degradation in quality. Using a
two-priority coding scheme can reduce the correlation bet ween
successive voice cells as well as reduce the degradation suffered
[SriramBl]. The two-priority coding schene, consists of sending voice
as two-cell pairs, the first one a high priority cell and the second
alowpriority one. The low priority cell has the CLP bit set. During
congestion, the network can choose to drop the lowpriority cell

The effect of cell 1loss depends on the nunmber of voice calls
multiplexed on a single ATMvirtual circuit. A single cell on a VC
carrying 64 kbps without any conmpression will |ose about 6 nms of
voi ce.

The Cell Loss Ratio's for CLP=1 and CLP=0 are different. 1In our

simul ati ons, we assunme that a schene exists that can set the CLP bit
on cells, thereby reducing the correl ati on between subsequent cells.

Tel ephony voi ce can handle a higher cell loss ratio of the order of
10-3 [Onvural95]. If a two-priority schene is used as outlined in
[SriramBl], |osses of up to 10% coul d be acceptabl e.

2.3 Delay Variation and Del ay Equali zation

Voice is an isochronous application [RFC1257]. The end-user is
sensitive to variations in inter-arrival tines. The ATMcells incur
vari abl e queui ng del ays as they traverse through the network. This
variation in the arrival times is caused by the queuing delay, the
delay in the switching fabric, and the propagation delay. From an
application viewpoint, there is the need to ensure a synchronous
pl ayout. The is typically achieved by buffering the cells for enough
timte so that the wvariation in inter-arrival tines is kept to a
mnimum This additional artificial delay until playout can either be
fixed or can vary adaptively during a call's lifetime. In order that
there is no buffer underflow, each cell has a scheduled arrival tine.
The <cells that arrived later than the schedul ed arrival tine cause
buf fer underfl ow and are considered lost. The buffer functions as a
nmechani smto snooth out the variation in the network del ays.

For very high quality voice (256 kbps MPEG, an upper bound on the
cell delay variation of 9 ns, while for lowbit rate (16 kbps) voice
a variation of 130 ms nmay be acceptable [Onvural 95]. G ven an upper



bound on the delay variation, and the propagation delay, the buffer
del ay necessary for adaptive playout can be estinmated. [Ranjee94,
| TU- G 764A]

The buffer size for the delay equalization increases in order to
accommodat e hi gher delays in the network.

3. Models for Voice Traffic

It has been determined that both tal kspurt and silence periods of
digitized voice are exponentially distributed. [Brady69]. Therefore,
a comonly accepted nodel for a speaker is a continuous tineg,
di screte state Markov chain with two states. The tw states
essentially correspond to the speech and sil ence periods. The hol di ng
time in each state is assuned to be exponentially distributed. The
commonl y accepted values for holding time in the silent state is 650
ns and that in the speech state is 352 ns. These val ues depend on the
sensitivity of the silence detectors [ Deng95, G uber81].

The two state npdel has sonme known limtations. In particular, the
sinmple two-state nopdel does not nodel a two-way conversation, since
two-way conversations cannot be nopdeled by nerely superimnmposing
nmultiple single source speech generators. Events like interruptions
and doubl e talking are possible in twd-way conversations. Such events
will affect any nodel that tries to approximte speech patterns
[ Vickers94]. Sone researchers have proposed a four-state Markov Mode
to describe the behavior of such a system The four states represent
who is doing the tal king; no one, one person, the other person, or
both. This is only a crude approximati on since such a Markov nodel
has exponential distribution for each state, which may not be
realistic. A better nodel is to add two nore states naking a total of
six states [Brady69]. Mitual silence and double-talk states are split
into tw states, with the identity of the last |one speaker
differentiating them

The exponential distribution holds good only for digitized voice and

not for packetized voice [Deng95]. For a |arge nunmber of voice
sources, the generated traffic inter-arrival times approach that of a
Poi sson process[ Vi ckers94]. We chose the two-state Markovian node

wi th nean speech and silence times 352 nms and 650 ns [ Brady69].

4. The Network Model

The "N VBR Source" configuration shown in Figure 1 has two ATM
switches connected by "LINKL". "LINKL" multiplexes all the voice
sources (N) onto the single link and then sent to the respective
destination. Each voice source is a 64 kbps source follow ng the
two- state Markov nodel. The mean on-tinmes and off-times are 352 ns
and 650 ns. The end-to-end distance between the source and the
destination is kept at 4800 km (coast-to-coast distance in the United
States). "LINK1" operates at 1.544 Mops. This was chosen so that the
val ues match the current tel ephone network scenari o.
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At each switch, we assune per-VC queuing at the output port, and
supporting nmultiple classes of service.

End-t o- end- propagati on delay: 25 ns
Packeti zati on/ depacketization delays: 6 ns + 6 ns (for plain PCM

We noted in section 2.1 that we require to guarantee an end-to-end
delay of about 100 ns (with echo-cancelers) for interactive tasks.
Allowing for about 5 switches on an average, the delay variations
that can be introduced by a switch will be (100 - 25 - 6 - 6)/5 or
about 12.6 ns. In order to support other applications wth nore
stringent delay requirenments, we al so consider the support of a delay
variation bound of 5 ns per switch

In order that we support high-quality voice, we fixed the upper bound
on the end-to-end delay variations to be 5 ns and 15 ns. Hence we
defined two kinds of high-quality voice traffic based on the delay
bounds i) that which can tolerate an end-to-end delay of 40 ns, and
ii) that which can tolerate an end-to-end delay of 30 ns. Note that
these figures do not take into account the packetization del ays at
the source or the destination, as well as the additional delay
i ncurred due to conpression

5. QoS Metrics for voice

In order to study the effect of voice, we need to define certain
netrics that give us a quantitative neasure of the voice traffic
quality.

Voice is extrenely sensitive to delay. Usually, nmedium delays would
require echo cancelers, and | ong del ays woul d be unsuitable for nost
pur poses. The del ay usually depends on the delay at the internediate
nodes in addition to the propagation delay of the network.

o The nmean cell transfer delay (CTD) gives us a neasure of the end-
to-end delay incurred in an ATM network. CID is a function of the
propagati on del ay, the queuing delay and the switching del ay.

0 The peak-to-peak cell delay variation (p-p CDV) is another
i mportant QS paraneter. The CDV is a function of the nunber of
nmul ti pl exed connections, the type of the nmultiplexed connections
through the switches, and the switching variability. CDV varies with
the m xture of the traffic. However, as cited above, CDV is not a
maj or concern for voice. ATM networks typically have a | ow cell-del ay
variation, and this can be taken care of by a playout buffer at the
receiver. It may not be always possible to delay cells to conpensate
for the maxi mum network delay, in which case it is preferable to drop
cells delayed nore than an acceptabl e value rather than attenpting to



handl e t he CDV.

0 Cell Loss Ratio (CLR) is defined as the nunber of cells |ost
divided by the total nunber of transnmitted cells. To guarantee high
quality voice, it is desirable to keep the cell loss ratio to a
nm ni mum

5.1 Overall Qality of Voice

Voice quality is a function of the the cell-loss and the transfer
del ays. Voice can tolerate a low cell-loss-ratio. At 64 kbps, a cel

| oss anmounts to a | oss of about 6 nms of voice content. The cell |o0ss
varies wth the amount of buffer available at the switches. However,
addi ng nore buffer and thereby reducing the cell loss ratio does not
necessarily inprove the overall voice quality. The end-to-end del ay
requi renents and the end-to-end delay variation requirements also
need to be satisfied. At the receiving end, not all cells that are
received are useful. The useful cells are only the ones that arrive
within a specified tine. The cells arriving later will be di scarded.

We define degradation in voice quality (DVQ as a function of these
two paraneters.

DVQ = (nunber of cells lost + nunber of cells above the del ay
threshold) / total cells sent

We define useful cell ratio as (1 - DVQ.

The assunption here is that the cell loss (or the delayed cells) is
going to be distributed uniformy during the duration of the call.
The inmpact of having two consecutive cell |osses every 2t msec, is
going to have a nore significant inpact than a cell |o0ss every t

msec. We studied DVQ and CLR under various scheduling and cell-
droppi ng schenes. W also conpared the fairness of each scheduling
technique. If n users contend for a shared resource and ith user
obtains a performance of Xi, the fairness index [Jain91] for this
resource allocation is defined as

(sumtotal of Xi s)*(sumtotal of Xis)

n * (sumof Xi*X)

In our simulation, we evaluated 64 kbps (voice under no conpression).
W can easily extend the results for conpressed voice. The del ay
t hreshol d bounds will change, and the Degradation in Voice Quality
(DVQ can be defined with a nultiplicative factor based on the
conpression ratio.

6. Scheduling Policies

Scheduling Policies play a very inportant role towards guaranteeing
fairness in user level voice quality. As defined earlier, the primry
nmetric for evaluating the scheduling policies is by 1looking at the
fraction of good cells sent across. The nunber of cells discarded is
the sumof the cells making it to the destination after the deadline
has expired or if dropped by the switches due to a |lack of buffers.
For the purpose of this simulation, we are not evaluating other
i nportant performance neasures such as the bandw dth overhead or
conputational cost. These considerations should also enter into



evaluating the nerits of the candidate policies. W studied the
foll owi ng schedul i ng policies.

i) Earliest Deadline First (EDF): Each cell has a deadline when it
enters its VC Queue. The cell with the earliest deadline fromthe
head of all the VC Queues is chosen to be sent out on the output
link.

ii) Longest Queue First (LQF): The longest queue is chosen, in order
to prevent growi ng of the queues. The cell at the head of that queue
is sent out on the output I|ink.

iii) Round Robin (RR): The queues are chosen in a round-robin
fashi on.

We assunmed a cl ass-based priority scheduling policy. This is required
for real-time traffic such as voice to be prioritized over data.
Cl ass-based scheduling is required also to isolate the interference
from other lower priority traffic classes. Since we already have a
priority class scheduler, we do not consider any priority-based
scheduling schene. Since we have synmmetric voice sources over ATM
and each source transmits only cells of equal size at 64 kbps, we did
not consider any weighted fair schemnes.

7. Drop policies

In addition to the scheduling policies, we studied the follow ng drop
pol i ci es.

i) Tail-drop: This is the sinple FIFO drop. The cells are dropped if
there is no buffer to add themin

ii) Selective discard: In this scheme, we use per-VC accounting to
mai ntain buffer utilization of each active VCin the switch. Wen the
buf fer occupancy exceeds a preset threshold, further cells from that
VC are dropped, thereby ensuring fairness in buffer usage. W do not
consi der the push-out selective discard scheme, since it is very
costly for inplenentation, and buffer-threshold schene gives the sane
results if the threshold val ues are appropriately chosen

8. Sinulation results.

In this set of sinulations, we varied the nunber of voice sources
from 20 to 75, and studied CLR, DVQwith a threshold of 40 nms and 30
ns), as well as the Fairness corresponding to each threshold. The
swi tches supported a per VC queue of size 2. W studied the effect of
3 scheduling policies using per VC queuing - Round Robin (RR),
Longest Queue First (LQF) and Earliest Deadline First (EDF). W also
studied the effect of drop policies using a common buffer for Tai
Drop and Sel ective Discard.

NS O fered Load (% Mul ti pl exi ng gain
20 29. 26 0. 83
24 35.12 1.00
30 43. 90 1.25
35 51.21 1.45
40 58. 53 1.66
48 70. 24 2.00
55 80. 48 2.29



60 87.80 2.50

65 95. 11 2.70
70 102. 43 2.91
75 109. 75 3.12

Table 1: O fered Load and the multipl exi ng gai n got

Table 1 shows the offered load with increasing number of sources,
and the utilization gain that we get over the sinple CBR case with a
64 kbps VC. The offered load is in terns of the total link capacity.
In our sinulations the link capacity between the switches is 1.544
Mops. We calculate the nultiplexing gain as the ratio of the nunber
of voice sources to the nunber of 64 kbps voice channels that could
be supported (equal to 24 in our case). Note that this gain is the
gain only for the voice usage.

NS: Number of Sources
Q Per-VC Queue Length
S:  Scheduling Policy
rr: Round Robin
I gf : Longest Queue Fir st
edf: Earliest Deadline First
CLR Cell Loss Ratio(%
DvVQ40: Degradation in Voice Quality (with threshold 40 ms)
DV@30: Degradation in Voice Quality (with threshold 30 ms)

F40: Fai rness | ndex usi ng DVQ40

F30: Fai rness | ndex usi ng DVQ3O0

NS QS CLR DVQ40 DVQ@BO F40 F30
20 2rr 0. 0000 0.0000 0.0000 1.0000 1.0000
20 2 1 gf 0. 0000 0.0000 0.0000 1.0000 1.0000
20 2 edf 0. 0000 0.0000 0.0000 1.0000 1.0000
24 2rr 0. 0000 0.0000 0.0005 1.0000 1.0000
24 2 1 gf 0. 0000 0.0000 0.0005 1.0000 1.0000
24 2 edf 0. 0000 0.0000 0.0005 1.0000 1.0000
30 2rr 0.0616 0.0006 0.0121 1.0000 1.0000
30 2 1 gf 0.0488 0.0010 0.0123 1.0000 1.0000
30 2 edf 0.0616 0.0006 0.0121 1.0000 1.0000
35 2rr 0.1964 0.0031 0.0165 1.0000 0.9999
35 2 1 gf 0.1764 0.0025 0.0175 1.0000 0.9999
35 2 edf 0.1964 0.0031 0.0164 1.0000 0.9999
40 2rr 0.3865 0.0074 0.0187 1.0000 0.9999
40 2 1 gf 0.3579 0.0047 0.0201 1.0000 0.9999
40 2 edf 0.3865 0.0073 0.0190 1.0000 0.9999
48 2rr 0.6423 0.0132 0.0429 1.0000 0.9996
48 2 1 gf 0.6161 0.0078 0.0469 0.9999 0.9994
48 2 edf 0.6371 0.0130 0.0445 1.0000 0.9997
60 2rr 2.5959 0.0384 0.2717 0.9999 0.9947
60 2 1 gf 2.4932 0.0354 0.3147 0.9971 0.9855
60 2 edf 2.5353 0.0357 0.2945 0.9999 0.9951
65 2rr 4.9184 0.0693 0.4232 0.9997 0.9880
65 2 1 gf 4.6462 0.0636 0.4763 0.9899 0.9744
65 2 edf 4.8210 0.0648 0.4529 0.9998 0.9874
70 2rr 8.2518 0.1235 0.6040 0.9994 0.9772
70 2 1 gf 7.9017 0.1027 0.6781 0.9732 0.9366
70 2 edf 8.1647 0.1075 0.6420 0.9996 0.9731
75 2rr 12. 7650 0.2079 0.7651 0.9987 0.9552
75 2 1 gf 12. 4222 0.1546 0.8380 0.9363 0.8477
75 2 edf 12. 7535 0.1882 0.8085 0.9990 0.9405



Tabl e 2: Scheduling schemes with a per VC Queue of length 2.

Tabl e 2 shows the conparison of various scheduling schemes for the
voi ce sources varying from20 to 75. Referring to Table 2, Colum 2
shows the Cell Loss Ratio. W find that the CLR increases with the
increase in the nunmber of voice sources. The Cell Loss Ratio
i ncreases sharply after 40 sources.

40 sources gives a CLR of 0.35% A higher CLR might be unacceptable
for good quality voice. At higher |oads such as 60 sources and above,
the Cell Loss Ratio is very high

Colum 3 and 4 show the Degradation in Voice Quality (DVQ
corresponding to thresholds of 40 ms and 30 ns. W find that at the
| oad (nunber of voice sources) equal to the |link capacity, DVQ 40 ns)
and DVQ30 ns) are very high. DVQ(40 ns) increases beyond 8% and
DVQ(30 ns) reaches very high values such as 50% and above. Both
val ues are practically not acceptable.

If we allow 35 sources, we can fill up the bandwidth with 50% voice
and still get a multiplexing gain of 1.45 (fromTable 1).1f we | oad
the link with VBR voice of upto 50% then we can give upper bound
guar antees for supporting good quality voice, such as a low CLR and a
| ow DVQ val ue. The remaining bandwidth could then be filled wth
dat a.

Looking at the scheduling policies, we find that for a 40 n6 network
delay threshold, Longest Queue First (LQ-) perforns better than
Round-robin or Earliest Deadline First (EDF), giving a | ow DVQ val ue
However, for a 30 ns network delay threshold, Round Robin is better
In other words, LQF gives a higher average delay than RR, but given a
higher threshold a snaller percentage of cells exceed that. This
shows that the quality of voice depends not only on the average
del ay, but also on the delay distribution

Tabl e 3 shows the scheduling schenmes with a max. per VC Queue of size
1. Wth a per VC queue of size 1, there is less buffering at the
swi t ches.

NS Q S CLR DvQ@ 40 DVQ 30 F40 F30

20 1 rr 0. 0000 0.0000 0.0000 1.0000 1.0000
20 1 I|qgf 0.0000 O0.0000 O0.0000 1.0000 1.0000
20 1 edf 0.0000 0.0000 O0.0000 1.0000 1.0000
24 1 rr 0. 0000 0.0000 0.0005 1.0000 1.0000
24 1 I|qgf 0.0000 O0.0000 O0.0005 1.0000 1.0000
24 1 edf 0.0000 0.0000 O0.0005 1.0000 1.0000
30 1 rr 0.1126 0.0011 0.0037 1.0000 1.0000
30 1 Iqgf 0.1126 0.0013 0.0026 1.0000 1.0000
30 1 edf 0.1126 0.0011 0.0037 1.0000 1.0000
35 1 rr 0.2400 0.0024 0.0063 1.0000 1.0000
35 1 |Iqgf 0.2418 0.0027 0.0040 1.0000 1.0000
35 1 edf 0.2400 0.0024 0.0063 1.0000 1.0000
40 1 rr 0.4183 0.0042 0.0102 1.0000 1.0000
40 1 I1qgf 0.4215 0.0045 0.0060 1.0000 0.9999
40 1 edf 0.4183 0.0042 0.0101 1.0000 0.9999
48 1 rr 0.7446 0.0074 0.0180 1.0000 0.9999
48 1 Igf 0.7983 0.0086 0.0105 0.9998 0.9998
48 1 edf 0.7223 0.0072 0.0191 1.0000 0.9999
60 1 rr 3.1103 0.0312 0.0844 1.0000 0.9997
60 1 Iqgf 3.4605 0.0377 0.0437 0.9949 0.9939
60 1 edf 3.0035 0.0301 0.0917 0.9999 0.9993
65 1 rr 5.3873 0.0544 0.1441 0.9999 0.9991



65 1 Igf 5.7416 0.0620 0.0703 0.9861 0.9837
65 1 edf 5.2737 0.0533 0.1550 0.9999 0.9990
70 1 rr 8.7110 0.0880 0.2268 0.9998 0.9986
70 1 Igf 9.0092 0.0962 0.1059 0.9686 0.9639
70 1 edf 8.6151 0.0870 0.2471 0.9998 0.9980
75 1 rr 13.1494 0.1329 0.3266 0.9998 0.9983
75 1 1gf 13.4008 0.1419 0.1535 0.9336 0.9257
75 1 edf 13.0457 0.1319 0.3466 0.9997 0.9977
Table 3: Scheduling schemes with a per VC Queue of length 1

Conparing the simulation results for per-VC queues of length 1 and
length 2, we note that the CLR values are higher for a per-VC queue
of size 1 since we now have one cell-buffer less for each VC
However, the percentage of delayed cells reduce a |lot. DVQ 40 ns)
val ues are approximtely the same as with a per-VC queue of length 2,
but the DVQ30 ns) for a per VC Queue of length 1 are |ower than
those of a VC queue of length 2.

A per VC Queue length of 1 gives a |lower DVQ value for a threshold
of 30 ms, than with a per VC Queue length of 2. This nmeans that it
may not be always possible to account for the delay variations
arising out of the network with buffers at the receiving end. It is
better to have smaller queues at the switches in order to guarantee
strict delay requirenents. Since the delayed cells are going to be
dropped, it is better to drop themright at the switches. This could
al so avoi d sonme congestion occurring at the swtches.

NS Drop CLR(% DVQ40 DVQBO  F40 F30

20 tail 0.0000 0.0000 0.0000 1.0000 1.0000
20 sel 0.0000 0.0000 0.0000 1.0000 1.0000
24 tail 0.0000 0.0000 0.0005 1.0000 1.0000
24 sel 0.0000 0.0000 0.0005 1.0000 1.0000
30 tail 0.0361 0.0011 0.0134 1.0000 1.0000
30 sel 0.0361 0.0011 0.0134 1.0000 1.0000
35 tail 0.1746 0.0027 0.0185 1.0000 0.9999
35 sel 0.1746 0.0027 0.0185 1.0000 O0.9999
40 tail 0.3611 0.0049 0.0205 1.0000 O.9999
40 sel 0.3611 0.0049 0.0205 1.0000 O.9999
48 tail 0.5938 0.0075 0.0475 1.0000 O0.9996
48 sel 0.5938 0.0075 0.0475 1.0000 O0.9996
60 tail 2.3042 0.0772 0.3218 0.9990 0.9927
60 sel 2.3042 0.0772 0.3218 0.9990 0.9927
65 tail 4.4562 0.1901 0.4870 0.9971 0.9812
65 sel 4.6682 0.0484 0.4684 0.9998 0.9819
70 tail 7.8797 0.3257 0.6827 0.9861 0.9251
70 sel 8.0486 0.0826 0.6554 0.9994 0.9397
75 tail 12.4850 0.4631 0.8525 0.9636 0.0869
75 sel 12.6091 0.1315 0.8302 0.9991 0. 3541

Tabl e 4: Conparison of Drop Policies : Buffer Size: 60, Threshol d=80%

A conparison of using a Selective Drop Schene with a plain Tail-end
drop with a comon buffer is shown in Table 4. For the Sel ective Drop
scheme, we used a buffer-threshold of 80% and a total buffer size of
60. We find that the figures for both schenes are identical for |ow
| oads, or in other words selective drop does not nake any inpact up
to 60% load with 80% threshold and a queue |length of 60. But at
hi gher | oads, selective drop perforns better over the plain tai



drop. Since the Cell Loss Ratio increases to unacceptable limts with
hi gher | oads (higher than 5099 we are not concerned with operating
the network at high loads with only voice. The fairness values for
sel ective discard are identical for low loads, and at very high
| oads, selective discard perforns better. However, as noted earlier
operating at that region is not desirable.

We studied characteristics of VBR voice by varying the nunber of
voi ce sources. Scheduling does play an inportant role in determ ning
the quality as well as fairness. However, In order to support high-
quality voice as well as data on the sane link, it is necessary to
have prioritized service classes, and voice could occupy up to 50% of
the 1link bandw dth. The renmmining could be filled by data usi ng ABR
or UBR services. The voice quality also depends on the thresholds
required by the specific applications as well as the delay
distributions. At low loads, the scheduling schenes or the drop
policies have conparable fairness and pronise simlar DVQ val ues. At
hi gh | oads, round robin gives a better fairness. However, operating
the network at high |loads gives |arger values of CLR and DVQ It is
better to keep the queues at the switches smaller in order to give
strict delay guarantees. This helps also in avoiding congestion in
t he network.
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