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Abstract:

Requi renents for the performance managenent of the M4 interface are
pr oposed.
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Noti ce: This contribution has been prepared to assist the ATM Forum
It is offered to the Forumas a basis for discussion and is not a
bi nding proposal on the part of any of t he contributing
organi zat i ons. The statenments are subject to change in form and
content after further study. Specifically, the contributors reserve
the right to add to, anend or nodify the statenments contai ned herein.
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1 Introduction

Per f or mance managenent of ATM networks is wuseful to deternine the
current performance of the networks as well as planning for future
capacity of the networks. The perfornmance has to be neasured in terns
of netrics that are neaningful for the users. Over the last few

years, there has been a shift fromcell-Ilevel performance netrics to
frame-level performance netrics. This is because the cell-Ilevel
nmetrics do not reflect the performance seen by the users. For
exanple, a «cell loss ratio of 10% nmay be too high if each cell that

is lost belongs to a different frane and hence there is a 10% frane
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loss. On the other hand, if nobst of the cells dropped belong to a few
franme, the resulting frane loss rate nay be very low and nmay be
acceptabl e. The purpose of this contribution is to consider the frane
| evel netrics and design requirenents that wll help ATM service
providers, wusers, and equipnment vendors with neaningful performance
managnent .

Frame | evel perfornmance allows users to conpare the perfornance of
their ATM networks with non- ATM networks. Since nbst networks consi st
of both ATM and non- ATM parts, it is wuseful to have netrics that
apply to both parts.

Frane | evel performance is being enphasized in the upcom ng
"Quaranteed Frane Rate" (GFR) service being considered in the traffic
management group. In that service, the loss rates are guaranteed for
frames. Wien a frane is dropped all cells of the frane are dropped
(wi thout any additional harmto the user).

Note that in this contribution, the term"frame" refers to AAL5
protocol data unit (PDU). ATM switches can identify beginning and end
of frames by Ilooking at the "End of Frame" (ECF) code in the PTI
field of the ATMcell header. All frane |evel counts discussed in
this contribution apply only to frane |evel service. This can apply
to all data services: UBR, ABR and GFR

To measure the perfornmance of ATM networks, certain performance
metrics (1) need to be calculated for both permanent (PVP or PVC) and

switched (SVP or SVC) connections. These netrics shoul d be
calculated with reference to a

i) switch

i1) port

ii1t) link

iv) connection (VP or VQC

In other words, the performance nmetrics should be applied to all the
permanent and switched connections passing through the switch
Simlarly, the netrics should be applied for each port as well as
each link. [It is necessary to collect nmetrics for a switch and 1ink
separately. Aggregates wll not work. For exanple, for a 1->N
mul ticast, the counts for the links will be different fromthe counts
for connections. For a switch, loss of cells (franes) from any queue
in the switch that does not belong to any links would have to be
accounted for separately for the switch.]

In section 2, we define additional requirenents needed to nonitor
performance on a cell based |evel and frane based level for the M
Net wor k El enent View Interface.

In section 3, we define additional requirenments needed for
per f or mance managenent of the M4 Network View (4).

2 Performance Managenent for Network El ement View
2.1 Cell Level Monitoring Requirenents

(R1) The M4 interface should support the ability to retrieve
current (15 minute) counts of cells discarded due to frame discard
for each connection fromeach ATMinterface termnating on the ATM
NE.

If a cell is dropped by a switch for any reason, the remaining
cells in that frane are also dropped by the switch. This is called
frame discard. This parameter is required where frame discard is



practi ced.

Thi s paraneter keeps a separate count of the total nunber of ATM
cells dropped due to frane discard for each permanent connection and
each switched connecti on.

(R2) The M interface should support the ability to set
threshold values for "Cells discarded due to frame discard" for each
connection as given in RL to one or nore interfaces termnating on
the ATM NE on which frame discard is applicable.

(R3) The M4 interface should allow nodification of the threshold
values for the "Cells discarded due to frame discard" for each
connection as given in Rl.

(R4) The M interface should support autononous notifications by
the ADM NE indicating threshold crossings for the paraneter "Cells
di scarded due to frane discard" for each connection as given in R1.

(R5) The M4 interface should provide the ability to reset each
count of the performance paraneters listed in requirement RL to zero.

(R6) The M interface should allow retrieval of history counts
(thirty-two 15 m nute counts] of the paraneters listed in R1.

(R7) If the collection of data listed in RL becomes suspect due to
failures, testing routines, and reconfigurations of UNls, BISSlIs, and
Bl Cls, the ATM NE should mark such data as "suspect". It should also
be possible to retrieve information regarding whether the counts of
paraneters in Rl are suspect. [This is already being done for the
other counts currently defined in the MB, for example, (R PM 11,
(R PM22 in NE view(2).]

2.2 Frame Level Monitoring Requirenents

(R8) The M4 interface should support the ability to retrieve
current (15 mnute) counts of the following data fromeach ATM
interface (UNI, InterNNI, IntraNNI) term nating on the ATM NE as wel |
as for each VP/VC connecti on:

1) Frames received on each connection
Thi s paraneter keeps a separate count of the total nunber of
i ncomi ng ATM frames recei ved on each permanent connection and each
sw t ched connecti on.
2) Frames successfully passed on each connection
Thi s paraneter keeps a count of the nunber of ATM franes that
have been passed (i.e. not discarded) on each permanent and each
sw t ched connecti on.
3) Discarded frames due to UPC/ NPC di sagreenents
This paraneter Kkeeps a count of the nunber of ATM franes
di scarded due to traffic descriptor violations detected by the
conbi ned CLP=0 and CLP=1 UPC/ NPC policing function
4) Discarded franes due to congestion
This paraneter Kkeeps a count of the nunber of ATM franes

di scarded due to congestion in the switch. D scard counts are
increnented only if the switch inplenents frane | evel discard.



5) Total discarded franes

This parameter keeps a count of the nunber of ATM framnes
di scar ded for reasons ot her t han congestion and UPC/ NPC
di sagreenent s.

6) Successfully passed franes due to UPC/ NPC di sagreenents

This paranmeter keeps a count of the nunber of ATM frames
t hat have been passed (i.e. not discarded) by the conmbi ned CLP=0 and
CLP=1 UPC/ NPC policing function.

(R9) The M4 interface should support the ability to set
t hreshol d val ues for paraneters 3, 4, and 5 listed in RB to one or
nore interfaces termnating on the ATM NE

(R10) The M4 interface should allow nodification of the threshold
val ue for the paraneters 3, 4, and 5 listed in R8.

(R11) The M4 interface should support autonomous notifications by
the ATM NE indicating threshold crossings for the paraneters 3, 4 and
5 listed in R8.

(R12) The M4 interface should provide the ability to reset to
zero each count of the performance paranmeters listed in R8.

(R13) The M4 interface should allowretrieval of history counts
(thirty-two 15 m nute counts) of the paraneters listed in R8.

(R14) If the collection of data listed in R8 becones suspect due to
failures, testing routines, and reconfigurations of VPCs and/or VCCs,
the ATM NE should mark such data as "suspect". It should also be
possible to retrieve information regarding whether the counts of
paranmeters in R8 are suspect. [This is already being done for the
other counts <currently defined in the MB, for exanple, (R PM11,
(R PM22 in NE view(2).]

3 Performance Managenent for M4 Network View

(R15) The M4 network view interface should support nanagenent
requests for the performance information (specified in section 2)
about the entire subnetwork. The elenent manager should in turn
retrieve this information fromthe network el enents, then aggregate
this information and communicate it to the network manager

(R16) The MA@ network view interface should support nanagenent
requests for performance information (specified in section 2) about a
specific part of the subnetwork. The subnetwork should in turn
retrieve this information fromthe network el ements, aggregate it and
comunicate it to the network manager

4 NMNbtion

It is noved that the ATM Forum adds section 2 of this
contribution to the current M Interface Requirements and Logica
M B: ATM Network Elenent View and section 3 to the current M
Interface Requirenments and Logi cal M B: ATM Network View. The portion
of the text within square brackets need not be added and has been
included in this contribution by way of explanation only.
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