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. Explanations of Changes in “3.2. Frame Latency”

3.2.

. 3.2
. 3.2

1. — No changes
2. —No changes
3. — Instea of defining time interval for measurement, number of frames defined.

Also, this paragraph now includes expressions for the mean and the standard

dev
and

. 3.2

iation (previously this paragraph referenced to 3.1.3, but expressions for the mean
the standard deviation have been removed from 3.1.3).
4 — Improved description of measurement procedures; in the old 3.2.4, this topic

was just vaguely mentioned.

. 3.2

5. — Description of foreground traffic charaderistics; in the old 3.2.4, this topic

was just vaguely mentioned.

3.2.

. 3.2

. 3.2

6. — Description of badkground traffic charaderistics including:

types of VCs,

conrection configurations (completely rewritten and improved from old
Paragraph 3.1.4.), with addition of n-to-m partial cross and n-to-(n-1) multicast
configurations, while n-to-1 configuration is removed.

service classs,

arrival pattern,

framerate,

inpu rate.

7. — Guidelines for scaleable test configurations (new).

8. — Improved requirements for reporting of measurement results.



B. Revised Text

3.2. Frame L atency

3.2.1. Definition

The frame latency for a system under test is measured using a" M essage-in M essage-out
(MIMO)" definition. Succinctly, MIMO latency is defined as follows:
MIMO Latency = Min{ First-bit in to last-bit out latency - nominal frame output time,
last-bit in to last-bit out latency}
An explanation of MIMO latency and its justification is presented in Appendix A.
To measure MIMO latency, a sequence of equally spaced frames are sent at a particular
rate. After the flow has been established, one of the frames in the flow is marked and the
time of the following four events is recorded for the marked frame while the flow
continues unpurturbed:
1. First-bit of the frame entersinto the SUT
2. Last-bit of the frame entersinto the SUT
3. First-hit of the frame exits from the SUT
4. Last-bit of the frame exits from the SUT
The time between the first-bit entry and the last bit exit (events 1 and 4 above) is called
first-bit into last-hit out (FILO) latency. The time between the last-bit entry to the last-bit
exit (events 2 and 4 above) is called last-bit in to last-bit out (LILO) latency. Given the
frame size and the nominal output link rate, the nominal frame output time is computed
as follows:

Nominal frame output time = Frame size/Nominal output link rate
Substituting the FILO latency, LILO latency, and Nominal frame output time in the
MIMO latency formula gives the frame level latency of the SUT.

3.2.2. Units

The latency should be specified in psec.

3.2.3. Statistical Variations

For the given foreground traffic and background traffic, the required times and/or delays,
needed for MIMO latency calculation, are recorded for p frames, according to the
procedures described in 3.2.4. Here p is a parameter and its default (and the minimal
value) is 100.

Let M; be the MIMO latency of the ith frame. Note that MIMO latency is considered to
be infinite for lost or corrupted frames. The mean and standard errors of the measurement
are computed as follows:

Mean MIMO latency = (Z Mi) / p



Standard deviation of MIMO latency = (Z(M; — mean MIMO latency)?) / (p—1)
Standard error = standard deviation of MIMO latency / p*

Given the mean and the standard error, the users can compute a 100(1-a)-percent
confidenceinterval as follows:

100(1—a)-percent confidence interval = (mean — z x standard error, mean + z X standard error)

Here, z is the (1—a/2)-quantil e of the unit normal variate. For commonly used confidence
levels, the quantile values are & follows:

Confidence ¢« Quantile
90% 0.1 1.615
9% 0.01 2.346

99.9% 0.001 3.291

The value of p can be dosen differently from its default value to obtain the desired
confidence level.

3.2.4. M easurement Procedures

For MIMO latency measurements, it is first necessary to establish one VCC (or VPC)
used only by foreground traffic, and a number of VCCs or VPCs used only by
badkground traffic. Then, the badkground traffic is generated. Charaderistics of
badground traffic ae described in sedion 3.2.6. When flow of the badkground traffic
has been established, the foreground traffic is generated. Charaderistics of foreground
traffic are specified in sedion 3.2.5. After the stealy state flow of foreground traffic has
been reached the required times and/or delays needed for MIMO latency calculation are
recorded for p conseautive frames from the foreground traffic, while the flow of
badkground traffic continue uninterrupted. The entire procedure is referred to as one
measurement run.

3.2.5. Foreground traffic

MIMO latency depends upon several charaderistics of foreground traffic. These include
the type of foreground VCC, serviceclass, arrival patterns, frame length, and inpu rate.

The foreground VCC can be apermanent or switched, virtual path or virtual channel
conrection established between ports on the same network module of the switch, or
between ports on different network modules, or between ports on different switching
fabrics.



For the UBR service class the foreground traffic consists of equally spaced frames of
fixed length. Measurements are performed on AAL payload sizes of 64 B, 1518B, 9188
B and 64 kB. Variable length frames and ather arrival patterns (e.g. self-similar) are
under study. ABR serviceclassis also under study.

Input rate of foreground traffic is expressed in the effedive bits/seg counting only bits
from AAL payload excluding the overhead introduced by the ATM tednology and
transmisson systems.

The first measurement run is performed at the lowest possible foreground input rate (for
the given test equipment). For later measurement runs, the foreground load is increased
up to the point when losses in the traffic occur or up to the full foreground load (FFL).
FFL is equal to the lesser of the input and the output link rates used by the foreground
VCC. Suggested inL)ut rates for the foreground traffic ae: 0.5, 0.75, 0.875 0.9375,
09687 ...,i.e. 1 -2k=1,23,4,5, ..., of FFL.

3.2.6. Background Traffic

Badkground traffic charaderistics that affed frame latency are the type of background
VCCs, connedion configuration, service class, arrival patterns (if applicable), frame
length (if applicable) and input rate.

Like the foreground VCC, badkground VCCs can ke permanent or switched, virtual path
or channel connections, established between ports on the same network module on the
switch, or between ports on different network modules, or between ports on different
switching fabrics. To avoid interference on the traffic generator/analyzer equipment,
badground VCCs are established in such way that they do not use the input link or the
output link of the foreground VCC in the same diredion.

For a SUT with w ports, the badkground traffic can use (W-2) ports, not used by the
foreground traffic, for both input and output. The port with the input link of the
foreground traffic can be used as an output port for the badkground traffic. Similarly, the
output port of the foreground traffic can be used as an inpu port for the badkground
traffic. Overall, badkground traffic can use an equivalent of n=w-1 ports. The maximum
badkground load (MBL) is defined as the sum of rates of all li nks, except the one used as
the input link for the foreground traffic, in the maximum possible switch configuration.

A SUT with w (=n+1) portsis measured for the following badkground traffic connedion
configurations:

* n-to-n straight, with n badkground VCCs, (Figure 3.2.a);

* nto-(n=1) full cross with nx(n-1) badkground VCCs. (Figure 3.2.b);

* n-to-mpartial cross 1 <m<n-1, with nxm background VCCs. (Figure 3.2.0);

e 1-to-(n—1) multicast, with one (multicast) badkground VCC. (Figure 3.2.e);

* n-to-(n—1) multicast, with n (multicast) badground VCC. (Figure 3.2.d);



Use of the 1-to-(n—1)multicast and n-to-(n—1) multicast connedion configurations for the
badkground traffic is under study.

The following service classes, arrival patterns (if applicable) and frame lengths (if

applicable) are used for the badkground traffic:

* UBR service class. Traffic consists of equally spaced frames of fixed length.
Measurements are performed at AAL payload size of 64 B, 1518 B, 9183 B and 64
kB. This is a cae of bursty badground traffic with priority equal to or lower than
that of the foreground traffic. Variable length frames and ather arrival patterns (e.g.
self-similar) are for further study.

* CBR service class: Traffic consists of a contiguous gream of cells at a given rate.
This is a cae of non-bursty badground traffic with priority higher than that of the
foreground traffic.

* VBR and ABR serviceclasses are under study.

Input rate of the background traffic is expressed in the effective bits/sec counting only
bits from frames excluding the overhead introduced by the ATM tednology and
transmisson systems.

In the caes of n-to-n straight, n-to-(n—1) full crossand n-to-m partial cross connedion
configurations, measurement are performed at input rates of 0, 0.5, 0.75, 0.875 0.9375,
0.9687 ... (1-2k=0,1, 2 3,4,5,...) of MBL. The required traffic load is obtained
by loading each input link by the same fradion of itsinput rate. In this way, the input rate
of background traffic can also be expressed as a fradion (percentage) of input link rates.

3.2.7. Guiddlines For Scaleable Test Configurations

Scaleable test configurations for MIMO latency measurements require only one ATM
test system with two generator/analyzer pairs. Figure 3.6 presents the test configuration
with an ATM switch with eight ports (w=8). There ae two links between the ATM
monitor and the switch, and they are used in one diredion by the badkground traffic and
in the another diredion by the foreground traffic, as indicated. The other six (Ww-2) ports
of the switch are used only by the badkground traffic and they have external loopbadks. A
loopbadk on a given port causes the frames transmitted over the output of the port to be
received by the inpu of the same port.

Figure 3.6 shows a 7-to-7 graight connedion configuration for the badkground traffic.
The n-to-(n—1) full cross configuration and the n-to-m partial cross configurations can
also be similarly implemented.

The test configuration shown assumes two network modules in the switch with ports PO-
P3 in one network module and ports P4-P7 in the aother network module. Here, the
foreground VCC and badkground VCCs are established between ports in different
network modules.



It should be noted that in the proposed test configurations, because of loopbadks, only
permanent VCCs or VPCs can be established.

It should also be realized that in test configurations, if all link rates are not identicd, it is
not possible to generate badkground traffic (without losses) equal to MBL. The maximum
badkground traffic inpu rate in those caes equals (n—1) x lowest link rate. Only in the
case where all link rates are identical is it possible to dbtain MBL level without losses in
badkground traffic.

If the link rates are different, it is possible to obtain MBL in the n-to-n straight case, but
badkground traffic will have losss. In this case, the foreground traffic should use the
lowest rate port in the switch as the input, while the highest rate port in the switch should
be used as the output. The badkground traffic entersthe SUT through the highest rate port
and passes siccessvely through ports of deaeasing speeals. At the end, the badkground
traffic exits the switch through the lowest rate port.

System under Test: ATM Switch
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Figure 3.7: A scaleable test configuration for measurements of MIMO latency using only
two generator analyzer pairs with 8-port switch and 7-to7 straight configuration for
badkground traffic

3.2.8. Reporting results

Reported results ould include detailed description of the SUT, such as the number of
ports, rate of each port, number of ports per network module, number of network
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modules, number of network modules per fabric, number of fabrics, the software version
and any other relevant information.

Values of the mean and the standard error of MIMO latency are reported along with
values of foreground and badkground traffic charaderistics for ead measurement run.

The list of foreground and background traffic charaderistics and their possible values are
now provided:

Foreground traffic:

type of foreground VCC:. permanent virtual path connedion, switched virtual path
conrection, permanent virtual channel connection, switch virtual channel
conrection;

foreground V CC established: between ports inside anetwork module, between ports
on different network modules, between ports on different switching fabrics;

service class UBR, ABR;

arrival patterns. equally spaced frames, self-similar, random;

frame length: 64 B, 1518 B, 9188 B or 64 kB, variable;

full foreground load (FFL);

inpu rate: the lowest rate possible for the given test equipment, and 0.5, 0.75,
0.875 0.9375, 0.9687, ..., (i.e, 1- 2 k=1,2,34,5, ...,) of FFL.

Background traffic:

type of badkground VCC’s. permanent virtual path connedions, switched virtual path
conrections, permanent virtual channel connections, switch virtual channel
conrections;

foreground VCCs established: between ports inside a network module, between
ports on different network modules, between ports on different switching fabrics,
some cmbination of previous cases;

connection configuration: n-to-n straight, n-to-(n—1) full cross n-to-m partial cross
withm=2, 3,4, ..., -1, 1-to-(n-1) multicast, n-to-(n-1) multicast;

service class UBR, CBR, ABR, VBR,;

arrival patterns (when applicable): equally spaced frames, self-similar, random;
frame length (when applicable): 64 B, 1518B, 9188 B, 64 kB, variable;

maximum background load (MBL);

inpu rate: 0, 0.5, 0.75, 0.875, 0.9375 0.9687, ... (i.e, 1 -2 k=0,1,2, 3 4,5,.)
of MBL.

Values in bold indicae traffic charaderistics for which measurement tests must be
performed and for which MIMO latency values must be reported.



C. Differences Between the Revised and Old Text

32 FRAMELATENCY-3.2. Frame L atency

3213.2.1. Definition

The frame latency for a system under test is measured using a" M essage-in M essage-out
(MIMO)" definition. Succinctly, MIMO latency is defined as follows:
MIMO Latency = Min{ First-bit in to last-bit out latency - nominal frame output time,
last-bit in to last-bit out latency}
An explanation of MIMO latency and its justification is presented in Appendix A.
To measure MIMO latency, a sequence of equally spaced frames are sent at a particular
rate. After the flow has been established, one of the frames in the flow is marked and the
time of the following four events is recorded for the marked frame while the flow
continues unpurturbed:
1. First-bit of the frame entersinto the SUT
2. Last-bit of the frame entersinto the SUT
3. First-hit of the frame exits from the SUT
4. Last-bit of the frame exits from the SUT
The time between the first-bit entry and the last bit exit (events 1 and 4 above) is called
first-bit in to last-hit out (FILO) latency. The time between the last-bit entry to the last-bit
exit (events 2 and 4 above) is called last-bit in to last-bit out (LILO) latency. Given the
frame size and the nominal output link rate, the nominal frame output time is computed
as follows:

Nominal frame output time = Frame size/Nominal output link rate
Substituting the FILO latency, LILO latency, and Nominal frame output time in the
MIMO latency formula gives the frame level latency of the SUT.

3223.2.2. Units

The latency should be specified in miero-secondsusec.




3.2.3. Statistical Variations

For the given foreground traffic and badkground traffic, the required times and/or delays,
neaeded for MIMO latency calculation, are recorded for p frames, acording to the
procedures described in 3.2.4. Here p is a parameter and its default (and the minimal

value) is100.

Let M; be the MIMO latency of the ith frame. Note that MIMO latency is considered to
be infinite for lost or corrupted frames. The mean and standard errors of the measurement
are omputed as follows:

Mean MIMO latency = (Z M) / p

Standard deviation of MIMO latency = (Z(M; —mean MIMO latency)?) / (p-1)

Standard error = standard deviation of MIMO latency / p*?

Given the mean and the standard error, the users can compute a 10Q(1-a)-percent
confidenceinterval as follows:

100(1—)-percent confidence interval = (mean — z X standard error, mean + z X standard error)

Here, z is the (1—a/2)-quantil e of the unit normal variate. For commonly used confidence
levels, the quantile values are &s follows:

Confidence a Quantile
90% 0.1 1615
9% 0.01 2.346

99.9% 0.001 3.291
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The value of p can be dosen differently from its default value to obtain the desired
confidence level.

3.2.4. M easurement Procedures

For MIMO latency measurements, it is first necessary to establish one VCC (or VPQC)
used only by foreground traffic, and a number of VCCs or VPCs used only by
badkground traffic. Then, the badkground traffic is generated. Charaderistics of
badkground traffic ae described in sedion 3.2.6. When flow of the badkground traffic
has been established, the foreground traffic is generated. Charaderistics of foreground
traffic ae specified in sedion 3.2.5. After the steady state flow of foreground traffic has
been reached the required times and/or delays needed for MIMO latency calculation are
recorded for p conseautive frames from the foreground traffic, while the flow of
badkground traffic continue uninterrupted. The eatire procedure is referred to as one
measurement run.

3.2.5. Foreground traffic

MIMO latency depends upon several charaaeristics of foreground traffic. These include
the type of foreground VCC, serviceclass, arrival patterns, frame length, and inpu rate.

The foreground VCC can be apermanent or switched, virtual path or virtual channel
connection established between ports on the same network module of the switch, or
between ports on different network modules, or between ports on different switching
fabrics.

For the UBR service class the foreground traffic consists of equally spacel frames of
fixed length. Measurements are performed on AAL payload sizes of 64 B, 1518B, 9188
B and 64 kB. Variable length frames and ather arrival patterns (e.g. self-similar) are
under study. ABR serviceclassis also under study.

Input rate of foreground traffic is expressed in the effedive bits/sec, counting only bits
from AAL payload excluding the overhead introduced by the ATM tecnology and
transmisdon systems.

The first measurement run is performed at the lowest possible foreground input rate (for
the given test equipment). For later measurement runs, the foreground load is increased
up to the point when losses in the traffic occur or up to the full foreground load (FFAL).
FFL is equal to the lessr of the input and the output link rates used by the foreground
VCC. Sugcested input rates for the foreground traffic ae: 0.5, 0.75, 0.875 0.9375,
0.9687 ...i.e.1 -2 k=1,2,3,4,5, ..., of FFL.
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3.2.6. Background Traffic

Background traffic charaderistics that affea frame latency are the type of background
VCCs, connedion configuration, service class, arrival patterns (if applicable), frame
length (if applicable) and input rate.

Like the foreground VCC, badkground VCCs can be permanent or switched, virtual path
or channel connections, established between ports on the same network module on the
switch, or between ports on different network modules, or between ports on different
switching fabrics. To avoid interference on the traffic generator/analyzer equipment,
badkground VCCs are established in such way that they do not use the input link or the
output link of the foreground VCC in the same diredion.

For a SUT with w ports, the badkground traffic can use (w=2) ports, not used by the
foreground traffic, for both input and output. The port with the input link of the
foreground traffic can be used as an output port for the badkground traffic. Similarly, the
output port of the foreground traffic can be used as an inpu port for the badkground
traffic. Overall, badkground traffic can use an equivalent of n=w~1 ports. The maximum
badkground load (MBL) is defined as the sum of rates of all li nks, except the one used as
the input link for the foreground traffic, in the maximum possible switch configuration.

A SUT with w (=n+1) ports is measured for the following badkground traffic connedion
configurations:

e n-to-n straight, with n badground VCCs, (Figure 3.2.a);

e n-to-(n=1) full cross with nx(n—1) badground VCCs. (Figure 3.2.b);

e n-to-mpartial cross 1 <ms<n-1, with nxm background VCCs. (Figure 3.2.¢);

e 1-to-(n=1) multicast, with one (multicast) badkground VCC. (Figure 3.2.€);

e n-to-(n=1) multicast, with n (multicast) badground VCC. (Figure 3.2.d);

Use of the 1-to-(n—1)multicast and n-to-(n—1) multicast connedion configurations for the
badkground traffic is under study.

The following service classes, arrival patterns (if applicable) and frame lengths (if

applicable) are used for the badkground traffic:

* UBR service class. Traffic oonsists of equally spaced frames of fixed length.
Measurements are performed at AAL payload size of 64 B, 1518 B, 9183 B and 64
kB. This is a cae of bursty badkground traffic with priority equal to or lower than
that of the foreground traffic. Variable length frames and ather arrival patterns (e.g.
self-similar) are for further study.

* CBR sarvice class. Traffic consists of a contiguous drean of cells at a given rate.
This is a cae of non-bursty badkground traffic with priority higher than that of the
foreground traffic.

*  VBR and ABR serviceclasses are under study.
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Input rate of the background traffic is expressd in the effective bits/sec, counting only
bits from frames excluding the overhead introduced by the ATM tedinology and
transmisdon systems.

In the caes of n-to-n straight, n-to-(n—1) full crossand n-to-m partial cross connedion
configurations, measurement are performed at input rates of 0, 0.5, 0.75, 0.875, 0.9375,
0.9687 ... (1— 2% k=0, 1, 2 3, 4,5,...) of MBL. The required traffic load is obtained
by loading each input link by the same fradtion of its input rate. In this way, the input rate
of background traffic can also be expressed as a fradion (percentage) of input link rates.

3.2.7. Guidelines For Scaleable Test Configurations

Scaleable test configurations for MIMO latency measurements reguire only one ATM
test system with two generator/analyzer pairs. Figure 3.6 presents the test configuration
with an ATM switch with eight ports (w=8). There ae two links between the ATM
monitor and the switch, and they are used in one diredion by the badkground traffic and
in the another diredion by the foreground traffic, as indicated. The other six (w=2) ports
of the switch are used only by the badkground traffic and they have external loopbads. A
loopbadk on a given port causes the frames transmitted over the output of the port to be
received by the inpu of the same port.

Figure 3.6 shows a 7-to-7 sraight connedion configuration for the badkground traffic.
The n-to-(n=1) full cross configuration and the n-to-m partial cross configurations can
also be similarly implemented.

The test configuration shown assumes two network modules in the switch with ports PO-
P3 in one network module and ports P4-P7 in the another network module. Here, the
foreground VCC and badkground VCCs are established between ports in different
network modules.

It should be noted that in the proposed test configurations, because of loopbadks, only
permanent VCCs or VPCs can be established.

It should also be realized that in test configurations, if all link rates are not identicd, it is
not possible to generate badkground traffic (without losses) equal to MBL. The maximum
badkground traffic inpu rate in those caes equals (n—1) x lowest link rate. Only in the
case where all link rates are identical is it possible to obtain MBL level without [0sss in
badkground traffic.

If the link rates are different, it is possible to obtain MBL in the n-to-n straight case, but
badkground traffic will have losses. In this case, the foreground traffic should use the
lowest rate port in the switch as the input, whil e the highest rate port in the switch should
be used as the output. The badkground traffic enters the SUT through the highest rate port
and passes siccessvely through ports of deaeasing speads. At the end, the badkground
traffic exits the switch through the lowest rate port.
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System under Test: ATM Switch
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Figure 3.7: A scaleable test configuration for measurements of MIMO latency using only

two generator analyzer pairs with 8-port switch and 7-to7 straight configuration for
background traffic

3.2.8. Reporting results

Reported results should include detailed description of the SUT, such as the number of
ports, rate of each port, number of ports per network module, number of network
modules, number of network modules per fabric, number of fabrics, the software version
and any other relevant information.

Values of the mean and the standard error of MIMO latency are reported along with
values of foreground and background traffic characteristics for each measurement run.
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The list of foreground and background traffic charaderistics and their possible values are
now provided:

Foreground traffic:

» type of foreground VCC:. permanent virtual path connedion, switched virtual path
conrection, permanent virtual channel connection, switch virtual channel
connection;

» foreground VCC established: between ports inside anetwork module, between ports
on different network modules, between ports on diff erent switching fabrics,

* sarviceclass UBR, ABR;

» arrival patterns: equally spaced frames, self-similar, random;

o framelength: 64 B, 1518 B, 9188 B or 64 kB, variable;

e full foreground load (FFL);

* inpu rate: the lowest rate possble for the given test equipment, and 0.5, 0.75,
0.875,0.937, 0.9687, ..., (i.e,1- 2% k=1,2,3 4,5, ...) of FFL.

Background traffic:

» type of badkground VCC's: permanent virtua path connedions, switched virtual path
conrections, permanent virtual channel connections, switch virtual channel
connrections,

o foreground VCCs established: between ports inside a network module, between
ports on different network modules, between ports on different switching fabrics,
some @ombination of previous cases,

e conrection configuration: n-to-n straight, n-to-(n=1) full cross n-to-m partial cross
withm=2 3,4, ..., =1, 1-to-(n-1) multicast, n-to-(n-1) multicast;

o sarviceclass UBR, CBR, ABR, VBR;

» _arrival patterns (when applicable): equally spaced frames, self-similar, random;

» framelength (when applicable): 64 B, 1518B, 9188 B, 64 kB, variable;

* maximum background load (MBL);

 _inpu rae 0, 0.5, 0.75, 0.875, 0.9375 0.9687, ... (i.e, 1 -2 k=0,1,2 3,4,5,...)
of MBL.

Values in bold indicae traffic charaderistics for which measurement tests must be
performed and for which MIMO latency values must be reported.
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