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. Explanations of Changesin “3.1. Throughput”

3.1.1. — Minor editorial changes
. 3.1.2. — A small change clarifying units; A term effective bits/secused, insteal of just
bitysec
3.1.3. — Expressions for the mean and the standard deviation removed. Our (and
some other) studies indicate that there ae no significant variations in throughput.
The old paragraph 3.1.3 with minor changes is moved in the sedion “3.2. Frame
Latency”
. 3.1.4 — Improved description of measurement procedures; in the old 3.1.4, this topic
was only vaguely specified.
3.1.5. — This paragraph includes and expands topics from the old 31.4. It now
provides the mmplete list and description of foreground traffic charaderistics
including:
- typesof VCs,
- conrection configurations (previously referred as traffic patterns),
- saviceclasss,
- arrival pattern,
- framerate,
- inpu rae.
Changes in connection configurations:
- nto-(n-1) full crossreplaces n-to-n cross
- nto-m partial crossintroduced
- k-to-lreplaces n-to-1
- 1-to-(n-1) multicast replaces 1-to-n straight
n-to-(n-1) multicast replaces n-to-n multicast
3 1.6. —Thisisold 3.1.5., without itsfirst sentence. That sentenceis elaborated in the
new 3.1.4.
. 3.1.7. —Guidelines for scaleable test configurations (new).
. 3.1.8. —Improved requirements for reporting of measurement results




B. Revised Text

3.1. Throughput

3.1.1. Definitions

There are three frame-level throughput metrics that are of interest to a user:

* Losslessthroughput - It isthe maximum rate at which none of the offered frames is
dropped by the SUT.

» Peak throughput - It is the maximum rate a which the SUT operates regardless of
frames dropped. The maximum rate can actually occur when the loss is not zero.

* Full-load throughput - It is the rate a which the SUT operates when the input links
are loaded at 100% of their capacity.

A model graph of throughput vs. input rate is shown in Figure 3.1. Level X defines the
loss-less throughput, level Y defines the peak throughput and level Z defines the full-load
throughput.
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Figure 3.1: Peak, loss-less and full-load throughput

The loss-less throughput is the highest load at which the count of the output frames
equals the count of the input frames. The peak throughput is the maximum throughput
that can be achieved in spite of the losses. The full-load throughput is the throughput of
the system at 100% load on input links. Note that the peak throughput may equal the loss-
less throughput in some cases.

Only frames that are received completely without errors are included in frame-level
throughput computation. Partial frames and frames with CRC errors are not included.



3.1.2. Units

Throughput should be expressed in the effedive bits/seq counting only bits from frames
excluding the overheal introduced by the ATM technology and transmisson systems.

This is preferred over specifying it in frames/sec or cdls/sec Frames/sec requires
specifying the frame size The throughput values in frames/sec a various frame sizes
cannot be compared without first being converted into bits/sec. Cells/sec is not a good
unit for frame-level performance since the cells aren't seen by the user.

3.1.3. Statistical Variations

There is no need for obtaining more than one sample for any of the three frame-level
throughput metrics. Consequently, there is no need for calculation of the means and/or
standard deviations of throughputs.

3.1.4. M easurement Procedures

Before starting measurements, a number of VCCs (or VPCs), henceforth referred to as
“foreground VCCs’, are established through the SUT. Foreground VCCs are used to
transfer only the traffic whose performance is measured. That traffic is referred as the
foreground traffic. Charaderistics of foreground traffic are specified in 3.1.5.

Thetests can be conducted under two conditions:
» without badkground traffic;
* with badkground traffic;

Procedure without background traffic

The procedure to measure throughput in this case includes a number of test runs. A test
run starts with the traffic being sent at a given input rate over the foreground VCCs with
ealy padket discard disabled (if this feaure is available in the SUT and can be turned
off). The arerage @&l transfer delay is constantly monitored. A test run ends and the
foreground traffic is dopped when the average &l transfer delay has not significantly
changed (not more than 5%) during a period of at least 5 minutes.

During the test run period, the total nhumber of frames nt to the SUT and the total
number of frames received from the SUT are recorded. The throughput (output rate) is
computed based on the duration of atest run and the number of received frames.

If the input frame wunt and the output frame count are the same then the input rate is
increased and the test is conducted again.
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The lossless throughput is the highest throughput a which the wunt of the output frames
equals the count of the input frames.

The input rate is then increased even further (with ealy padet discard enabled, if
available). Although some frames will be lost, the throughput may increase till it reaches
the pes throughput value. After this point, any further increase in the input rate will
result in adeaease in the throughput.

The input rate is finally incressed to 100 of the link input rates and the full-load
throughput is recorded.

Procedure with background traffic

Measurements of throughput with badkground traffic are under study.

3.1.5. Foreground Traffic

Foreground traffic is gecified by the type of foreground VCCs, connedion
configuration, serviceclass, arrival patterns, frame length and inpu rate.

Foreground VCCs can be permanent or switched, virtual path or virtual channel
connections, established between ports on the same network module on the switch, or
between ports on different network modules, or between ports on different switching
fabrics.

A system with nports can be tested for the following connedion configurations:
* n-to-n straight,

* nto-(n—1) full cross

* nto-mpartial cross 1<ms<n-1,

o k-to-1, 1<k<n,

e 1-to-(n—1) multicast,

* n-to-(n—1) multicast.

Different connedion configurations are illustrated in Figure 3.2, where eab
configuration includes one ATM switch with four ports, with their input components
shown on the left and their output components $own the right.

In the cae of n-to-n graight, input from one port exits to another port. This represents
almost no path interference among the foreground VCCs. There ae n foreground VCCs.
SeeFigure 3.2a.

In the cae of n-to-(n—1) full cross input from ead port is divided equally to exit on ead
of the other (n—1) ports. This represents intense wmpetition for the switching fabric by
the foreground VCCs. There ae nx(n—1) foreground VCCs. SeeFigure 3.2b.
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e. 1-to-(n-1) multicast: one (multicast) VCC  f. n-to-(n—1) multicast: n (multicast) VCCs; n=4

Figure 3.2: Connedion configurations for foreground traffic
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In the cae of n-to-m partial cross input from each port is divided equally to exit on the
other m ports (1 < m< n-1). This represents partial competition for the switching fabrics
by the foreground VCCs. There ae nxm foreground VCCs as shown in Figure 3.2c. Note
that n-to-n straight and n-to-(n—1) full crossare special cases of n-to-m partial crosswith
m=1 and m=n—1, respedively.

In the cae of k-to-1, input from k (1 < k < n) ports is destined to one output port. This
stresses the output port logic. There ae k foreground VCCs as shown in Figure 3.2d.

In the cae of 1-to-(n—1) multicast, al foreground frames input on the one designated port
are multicast to al other (n—1) ports. This tests single multicast performance of the
switch. There is only one (multicast) foreground VCC as shown in Figure 3.2e.

Use of the 1-to-(n—1) multicast connection configuration for the foreground traffic is
under study.

In the cae of n-to-(n—1) multicast, input from each port is multicest to al other (n—1)
ports. This tests multiple multicast performance of the switch.. There ae n (multicast)
foreground VCCs. SeeFigure 3.2f.

Use of the n-to-(n—1) multicast connection configuration for the foreground traffic is
under study.

The following service classes, arrival patterns and frame lengths for foreground traffic

are used for testing:

* UBR service class. Traffic consists of equally spaced frames of fixed length.
Measurements are performed at AAL payload size of 64 B, 1518 B, 9183 B and 64
kB. Variable length frames and ather arrival patterns (e.g. self-similar) are under
study.

 ABRand VBR serviceclasses are under study.

The required input rate of foreground traffic is obtained by loading each link by the same
fraction of its input rate. In this way, the input rate of foreground traffic can also be
referred to as a fradion (percentage) of input link rates. The maximum foreground load
(MFL) is defined as the sum of rates of all links in the maximum possible switch
configuration. Input rate of the foreground traffic is expressed in the effedive bits/seg
counting only bits from frames, excluding the overhead introduced by the ATM
technology and transmisgon systems.

3.1.6. Background Traffic

Higher priority traffic (like VBR or CBR) can ad as badkground traffic for experiments.
Further details of measurements with badkground traffic using multiple service classes
simultaneously are under study. Until then, all testing will be done without any
badkground traffic.



3.1.7. Guidelines For Scaleable Test Configurations

It is obvious that testing larger systems, e.g., switches with larger number of ports, could
require very extensive (and expensive) measurement equipment. Hence, we introduce
scaleable test configurations for throughput measurements that require only one ATM
monitor with one generator/analyzer pair. Figure 3.3 presents a simple test configuration
for an ATM switch with eight portsin a 8-to-8 straight connedion configuration. Figure
3.4 presents a test configuration with the same switch in an 8-to-2 partial cross
connection configuration. The former configuration emulates 8 foreground VCCs, while
the later emulates 16 foreground VCCs.

In both test configurations, there is one link between the ATM monitor and the switch.
The other seven ports have external loopbadks. A loopbadk on a given port causes the
frames transmitted over the output of the port to be received by the inpu of the same
port.

The test configurations in Figure 3.3 and Figure 3.4 assume two network modules in the
switch, with switch ports PO-P3 in one network module and switch ports P4-P7 in the
another network module. Foreground VCCs are always established from a port in one
network module to a port in the awother network module. These @nnedion
configurations could be more demanding on the SUT than the caes where eah VCC
uses ports in the same network module. An even more demanding case @uld be when
foreground V CCs use different fabrics of a multi-fabric switch.

Approaches similar to those in Figure 3.3 and Figure 3.4 can be used for n-to-(n—1) full
crossand ather types of n-to-m partial cross connedion configurations, as well as for
larger switches. Guidelines to set up scaleable test configurations for the k-to-1
connection configuration are under study.

It should be noted that in the proposed test configurations, because of loopbadks, only
permanent VCCs or VPCs can be established.

It should also be realized that in the test configurations with loopbadks, if all link rates
are not identical, it is not possble to generate foreground traffic equal to the MFL. The
maximum foreground traffic load for an-port switch in those caes equals n x lowest link
rate. Only in the cae when all link rates are identical is it possible to obtain MFL level. If
all link rates are not identical, and the MFL level needs to be readed, it is neessary to
have more than one analyzer/generator pair.
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Figure 3.3: A scaleable test configuration for throughput measurements using only one
generator/analyzer pair with 8-port switch and a 8-to-8 straight connection configuration
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Figure 3.4: A scaleable test configuration for throughput measurements using only one
generator/analyzer pair with 8-port switch and a 8-to-2 partial cross connection configuration
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3.1.8. Reporting results

Results should include adetailed description of the SUT, such as the number of ports,
rate of each port, number of ports per network module, number of network modules,
number of network modules per fabric, number of fabrics, maximum foreground load
(MFL), software version, and any other relevant information.

Values for the losslessthroughput, the pegk throughput with corresponding input load,
and the full-load throughput with corresponding inpu load (if different from MFL) are
reported along with foreground (and badkground, if any) traffic charaderistics.

The list of foreground traffic charaderistics and their possible values are now provided:

» type of foreground VCCs: permanent virtual path connections, switched virtual path
conrections, permanent virtual channel connections, switch virtual channel
conrections;

» foreground VCCs edtablished: between ports inside a network module, between
ports on different network modules, between ports on different fabrics, some
combination of previous cases;

» conrection configuration: n-to-n straight, n-to-(n—1) full cross n-to-m partial cross
withm=2, 3, 4, ..., n—1, k-to-1 withk=2, 3, 4, 5, 6, ..., 1-to-(n-1) multicast, n-to-(n-
1) multicast;

* saviceclass UBR, ABR, VBR,;

» arrival patterns: equally spaced frames, self-similar, random;

» frame length: 64 B, 1518 B, 9188 B or 64 kB, variable;

Values in bold indicae traffic charaderistics for which measurement tests must be
performed and for which throughput values must be reported.
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C. Differences Between the Revised and Old Text
3.1 THROUGHPUT |

3.1. Throughput ‘

3.1.1-3.1.1. Definitions |

There are three frame-level throughput metrics that are of interest to auser-user: ‘

* i—LesslessLoss-less throughput - It is the maximum rate at which none of the
offered frames is dropped by the SUT.

* H-Peak throughput - It isthe maximum rate at which the SUT operates regardless of ‘

frames dropped-ai—which-the-SUT-eperates. The maximum rate can actually occur
when the loss is not zero.

» i—Full-load throughput - It_is the rate at which the SUT operates when the input |
links are loaded at 100% of their capacity.

A model graph of throughput vs. input rate is shown in Figure 3.1. Level X defines the
loss-less throughput, level Y defines the peak throughput and level Z defines the full-load
throughput.
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Throughput
(Output)

Load (Input)
Figure 3.1: Pe&, lossless and full-load throughput

The lossless throughput is the highest load at which the cunt of the output frames
equals the wunt of the input frames. PedkThe pegk throughput is the maximum
throughput that can be achieved in spite of the losses. Ful-teadT he full-load throughput
is the throughput of the system at 100% load on input links. Note that the peek
throughput may equal the loss-lessthroughput in some cases. |

Only frames that are recaved completely without errors are included in frame-level
throughput computation. Partial frames and frames with CRC errors are not included.
3.1.23.1.2. Units ‘

Throughput should be expressed in the effedive bits/sec _counting only bits from frames ‘
excluding the overheal introduced by the ATM technology and transmisson systems. |
bitdsec

This is preferred over specifying it in frames/sec or cdls/sec Frames/sec requires
specifying the frame size The throughput values in frames/sec a various frame sizes
cannot be compared without first being converted into bits/sec. Cells/sec is not a good
unit for frame-level performance since the cells aren't seen by the user.
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3.1.3. Statistical Variations

There is no ned for obtaining more than one sample for any of the three frame-level
throughput metrics. Consequently, there is no neal for calculation of the means and/or
standard deviations of throughputs.

3.1.4. M easurement Procedures

Before starting measurements, a number of VCCs (or VPCs), henceforth referred to as
“foreground VCCs’, are established through the SUT. Foreground VCCs are used to
transfer only the traffic whose performance is measured. That traffic is referred as the
foreground traffic. Charaderistics of foreground traffic are specified in 3.1.5.

The tests can be onducted under two conditions:
e without badkground traffic;
» with badkground traffic;

Procedure without background traffic
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The procedure to measure throughput in this case includes a number of test runs. A test
run starts with the traffic being sent at a given input rate over the foreground VCCs with
early packet discard disabled (if this feature is available in the SUT and can be turned
off). The average cell transfer delay is constantly monitored. A test run ends and the
foreground traffic is stopped when the average cell transfer delay has not significantly
changed (not more than 5%) during a period of at least 5 minutes.

During the test run period, the total number of frames sent to the SUT and the tota
number of frames received from the SUT are recorded. The throughput (output rate) is
computed based on the duration of atest run and the number of received frames.

If the input frame count and the output frame count are the same then the input rate is
increased and the test is conducted again.

The loss-less throughput is the highest throughput at which the count of the output frames
equals the count of the input frames.

The input rate is then increased even further (with early packet discard enabled, if
available). Although some frames will be lost, the throughput may increase till it reaches
the peak throughput value. After this point, any further increase in the input rate will
result in adecrease in the throughput.

The input rate is finally increased to 100% of the link input rates and the full-load
throughput is recorded.

Procedure with background traffic

M easurements of throughput with background traffic are under study.

3.1.5. Foreground Traffic

Foreground traffic is specified by the type of foreground VCCs, connection
configuration, service class, arrival patterns, frame length and input rate.

Foreground VCCs can be permanent or switched, virtual path or virtual channel
connections, established between ports on the same network module on the switch, or
between ports on different network modules, or between ports on different switching
fabrics.

A system with n ports can be tested for the following connection configurations:
* n-to-nstraight,

e n-to-(n—1) full cross,

e n-to-mpartial cross, 1 <ms<n-1,

e k-to-1, 1<k<n,

e 1-to-(n—1) multicast,

e nto-(n—-1) multicast.




Different connedion configurations are illustrated in Figure 3.2, where ead
configuration includes one ATM switch with four ports, with their input components
shown on the left and their output components $own the right.

In the cae of n-to-n draight, input from one port exits to another port. This represents
almost no path interference among the foreground VCCs. There ae n foreground VCCs.
SeeFigure 3.2a.

In the cae of n-to-(n—1) full cross input from ead port is divided equally to exit on eat
of the other (n—1) ports. This represents intense ompetition for the switching fabric by
the foreground VCCs. There ae nx(n—1) foreground VCCs. SeeFigure 3.2b.
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Figure 3.2: Connedion configurations for foreground traffic

In the cae of n-to-m partial cross input from each port is divided equally to exit on the
other m ports (1 < m < n—1). This represents partial competition for the switching fabrics
by the foreground VCCs. There ae nxm foreground V CCs as shown in Figure 3.2c. Note
that n-to-n straight and n-to-(n—1) full crossare special cases of n-to-m partial crosswith
m=1 and m=n-1, respedively.

In the cae of k-to-1, input from k (1 < k < n) ports is destined to one output port. This
stresses the output port logic. There ae k foreground VCCs as shown in Figure 3.2d.

In the cae of 1-to-(n—1) multicast, all foreground frames input on the one designated port
are multicast to all other (n—1) ports. This tests single multicast performance of the
switch. Thereis only one (multicast) foreground VCC as shown in Figure 3.2e.

Use of the 1-to-(n—1) multicast connection configuration for the foreground traffic is
under study.

In the cae of n-to-(n—1) multicast, input from each port is multicast to al other (n—1)
ports. This tests multiple multicast performance of the switch.. There ae n (multicast)
foreground VCCs. SeeFigure 3.2f.

Use of the n-to-(n—1) multicast connection configuration for the foreground traffic is
under study.

The following service classes, arrival patterns and frame lengths for foreground traffic

are used for testing:

e UBR service class. Traffic oonsists of equally spaced frames of fixed length.
Measurements are performed at AAL payload size of 64 B, 1518 B, 9183 B and 64
kB. Variable length frames and ather arrival patterns (e.g. self-similar) are under

study.

e ABR and VBR serviceclasses are under study.

=
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The required input rate of foreground traffic is obtained by loading each link by the same
fraction of its input rate. In this way, the input rate of foreground traffic can also be
referred to as a fraction (percentage) of input link rates. The maximum foreground load
(MFL) is defined as the sum of rates of all links in the maximum possible switch
configuration. Input rate of the foreground traffic is expressed in the effective bits/sec,
counting only bits from frames, excluding the overhead introduced by the ATM
technology and transmission systems.

3.1.6. Background Traffic

Higher priority traffic (like VBR or CBR) can act as background traffic for experiments.
Further details of measurements with background traffic using multiple service classes
simultaneously are under study. Until then, all testing will be done without any
background traffic.

3.1.7. Guidelines For Scaleable Test Configurations

It is obvious that testing larger systems, e.q., switches with larger number of ports, could
reguire very extensive (and expensive) measurement equipment. Hence, we introduce
scaleable test configurations for throughput measurements that require only one ATM
monitor with one generator/analyzer pair. Figure 3.3 presents a ssimple test configuration
for an ATM switch with eight portsin a 8-t0-8 straight connection configuration. Figure
3.4 presents a test configuration with the same switch in an 8-to-2 partial cross
connection configuration. The former configuration emulates 8 foreground VCCs, while
the later emulates 16 foreground V CCs.

In both test configurations, there is one link between the ATM monitor and the switch.
The other seven ports have external loopbacks. A loopback on a given port causes the
frames transmitted over the output of the port to be received by the input of the same

port.

The test configurations in Figure 3.3 and Figure 3.4 assume two network modules in the
switch, with switch ports PO-P3 in one network module and switch ports P4-P7 in the
another network module. Foreground VCCs are always established from a port in one
network module to a port in the another network module. These connection
configurations could be more demanding on the SUT than the cases where each VCC
uses ports in the same network module. An even more demanding case could be when
foreground V CCs use different fabrics of a multi-fabric switch.

Approaches similar to those in Figure 3.3 and Figure 3.4 can be used for n-to-(n—1) full
cross and other types of n-to-m partial cross connection configurations, as well as for
larger switches. Guidelines to set up scaleable test configurations for the k-to-1
connection configuration are under study.
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It should be noted that in the proposed test configurations, because of loopbadks, only
permanent VCCs or VPCs can be established.

It should also be realized that in the test configurations with loopbadks, if all link rates
are not identical, it is not possble to generate foreground traffic equal to the MFL. The
maximum foreground traffic load for an-port switch in those caes equals n x lowest link
rate. Only in the cae when all link rates are identical is it possible to obtain MFL level. If
al link rates are not identical, and the MFL level nedals to be readed, it is necessary to
have more than one analyzer/generator pair.

System under Test: ATM Switch
i P3 Out |« P7In e
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A Out » POINn P4 Out |
N PO Out P4 1n P

Figure 3.3: A scaleabletest configuration for throughput measurements using only one
generator/analyzer pair with 8-port switch and a 8-to-8 straight connedion configuration




21 |
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Figure 3.4: A scaleable test configuration for throughput measurements using only one
generator/analyzer pair with 8-port switch and a 8-to-2 partial crossconnedion configuratia

3.1.8. Reporting results

Results should include adetailed description of the SUT, such as the number of ports,
rate of each port, number of ports per network module, number of network modules,
number of network modules per fabric, number of fabrics, maximum foreground load
(MFL), software version, and any other relevant information.

Values for the lossless throughput, the peek throughput with corresponding input load,
and the full-load throughput with corresponding inpu load (if different from MFL) are
reported along with foreground (and badkground, if any) traffic charaderistics.

The list of foreground traffic charaderistics and their possible values are now provided:

» type of foreground VCCs. permanent virtual path connections, switched virtua path
conrections, permanent virtual channel connections, switch virtual channel
connrections,

» foreground VCCs established: between ports inside a network module, between
ports on different network modules, between ports on different fabrics, some
combination of previous cases,

» conrection configuration: n-to-n straight, n-to-(n—1) full cross n-to-m partial cross
withm=2, 3,4, ..., n—-1, k-to-1 withk=2, 3, 4,5, 6, ..., 1-to-(n-1) multicast, n-to-(n-
1) multicast;

* sarviceclass UBR, ABR, VBR;

» arrival patterns. equally spaced frames, self-similar, random;
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» framelength: 64 B, 1518 B, 9188 B or 64 kB, variable;

Values in bold indicate traffic characteristics for which measurement tests must be
performed and for which throughput values must be reported.




