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1. Distribution of Jobsin asystem
2. Computing the normalizing constant G(N)
3. Computing performance using G(N)

4. Modeling timesharing systems
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Convolution Algorithm

2 Mean value analysis (MVA) provides only average queue
lengths and response times.

2 Convolution Algorithm provides more detailed information,
e.d., Distribution or variance of queue lengths and response
times.

> What isthe probability of two disks being busy at
the same time?

> What is the probability is of having more than five

jobs at adisk?
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Distribution of Jobsin A System

0 Assume |load-independent servers.
(Terminals are considered later.)

a At any instant, the state of such a network

n=4{ny,no,...,nn}

0 Gordon and Newell (1967) showed that the probability of the
system being in state n Is:

B D?ng/Q . D]’IQM

- G(N)

0O Here, D, isthetotal service demand per job for the i-th device,
N =) n; isthetotal number of jobsin the system, and G(N)

IS anormalizing constant such that the probabilities for all
states add up to one.

P(ny,ng,...,nur)
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Distribution of Jobsin A System (Cont)

G(N)=) (D{*Dy?-- D)

n

0 G(N) can become too large or too small causing
overflow/underflow.

O Avoided by scaling all service demands D;'s by o before
computing G(N).

0 Lety=aD,. Then, P(ny,ng,...,nu) = NNt
b b, 9 G(N)
G(N) =) (yys? -y
|

Q Inany case, the choice of « should not a’rTect the probabilities.
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Example 35.1

6 < 0.026

QO Consider abatch computer system consisting of a processor,
and two disks.

Q The service times are 39 milliseconds per visit to CPU, 180
milliseconds per visit to disk A, and 260 milliseconds to disk
B

QO Each batch job makes 13 1/0 requeststo disk A, and 6 1/O
reguests to the disk B.

2 Compute the state probabilities when the multiprogramming
level is 3.
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Example 35.1 (Cont)

Q The servicetimesare: S-p,=0.039, S,=0.18, S;=0.26
Q Thevigitratiosare: Vqp,=13+6+1=20, V,=13, Vz=6
a Total service demands are:

DCPU = 20 x 0.039 = 0.78
Dy =13 x0.18 =2.34
Dp =6 x0.26 = 1.56

2 For the scaling factor, we arbitrarily choose a=1/0.78.
Q Thisresultsinyep,=1, Y,=3, and yg=2.
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Example 35.1 (Cont)

Q The system can be
In any one of the Number of Jobs at Numerator Probability

ten states. CPU B A [T, v
0 For each state, we Disk Disk

first determine the U ¥ ) 8 0089
- 0 1 2 12 0.133
product [ [; y;", add 0 9 1 18 0.200
all the productsto 0 3 0 27 0.300
find G(N), and 1 0 2 4 0.044
then divide each ! ! ! 6 0.067
individual product & 0 X N
by G(N) to get the > 10 3 0.033
desired probability. 3 0 0 1 0.011
> G(N)= 90 1.000
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Convolution Algorithm for Computing G(N)

0 Gordon and Newell's method requires us to enumerate all
possible states.

0 For asystem with N jobs and M devices, the number of statesis

given by:
N+M-1
M -1

2 Thisnumber is of the order of NM-1 and isusually very large.
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Convolution Algorithm (Cont)

2 Buzen (1973)'s convolution method is based on the following
mathematical identity, which istruefor all kand y;'s:

e = > e+ > Jlw)™

n =1 n’nk:OiZI n|nk>0i—1
k
= > J]w)" +ykE Hyz
n|n;=01::=1 - =1

Q Here, n |stheset of all possible state vectors{n,, n,, ..., n, }
such that 5> | n; = n ; and i isthe set of all possblestate
vectorssuchthat > . n; =n — 1
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Convolution Algorithm (Cont)

Q First break the sum into two sums -- a sum belonging to states
In which n, is zero and a sum belonging to the remaining states.

a Then the second sum is rewritten so that y,, which is common
to all terms in the second sum, is factored out.

©2008 Raj Jain
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Example 35.2

QO Consider the central server model of Example 35.1.

To compute G(N) we need to compute the following sum:
G(N) = ylyaus + U 0ays + U1¥5Y3 + ¥1¥a05 + Yiyau5 +
Y1YaYs + Y1YaYs + Y1Yays + YiYays + UiYays
a The powers of y.'s in the above sum correspond to the ten states

(specified by number of jobs at various devices)

G(N) = (¥ +v1va +yive +91ys) + us (4 vu5 +
Y1Y2Y3 T Y1Y3Y5 + Y1Yays + Y1Yavs + YiYsys)
0 By separating out the terms containing y,°, the above sum can

be rewritten as follows:

G(N) = (Yv5vs + 119593 + yivays + ¥7y9ys) + (¥)y9ys +

YiYaYs + Y1YsYs + Y1995 + Yivays + Y1yays)
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Example 35.2 (Cont)

Q Sincey, iscommon to all termsin the second part, the sum can
also be written as:
G(N) = (y1%5 +y1ys + yivz + yive) + ys(uiy2ys +
Y12y + Y1Y2Ys + Y1Y2Y3 + YiYays + y1yays)

2 Noticethat the first part contains terms corresponding to the
states of a system with one less device (there isno y,).

0 Thetermsinside the paranthesis in the second part correspond
to the states of a system with one less user (two users instead of
three).

2 Thisalowsthe problem of determining G(N) to be divided into
two smaller problems.
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Convolution Algorithm (Cont)

0 If wedefine g(n, k) asfollows: g(n, k) ZHy

n =1

Q Then,
g(na k) — g(nak o 1) + ykg(n o 17k)
QO Theinitia valuesfor the auxiliary function are:
g(n,0) = 0 n=1,2,...,N
g(0,k) = 1 k=1,2,.... M

Q Thisresultsin asimple algorithm for computing g(N, M).
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Convolution Algorithm: Tabular For mat

U1 Yya v Yk o YMm
0 1 1 1 |
1 Y1
2y
3y
' . g(n_lak)
I Xyg
n y? g(na k— 1) — g(na k)
N y{\/' 9<N7M)

a The (n, k)th entry in the table is g(n, k).

Q Itisisobtained by adding together the value immediately to its
left and the value Immediately above multiplied by the
corresponding column variabley,.
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Convolution Algorithm (Cont)

Q Itissufficient to store just one column {G[ 0], G[ 1], ..., G[N]}
and use the following algorithm:

FOR k — 1 TO M DO
FORn < 1TO N DO
G[n] < G[n] + y[k] x G[n-1];
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Example 35.3

0 Consider the central server model of Example 35.1 again.

| 13 x 0.018
20 x 0.039 User
Disk

6 x 0.026
Yycpu YA YB J

T = 1 — —

0 1 1 1
1 1 4 6
2 I 13 25
3 I 40 90
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Computing Performance Using G(N)

2 Queue Length Distributions:
. ymym -y G(N —

ol G(N)
P(n;=j) = P(@iZj)—P(niZjJrl)
= G (G =9) = uGIV —j—1)

a Mean number of jobs at theith device E[n] is:

N N
= > P(n; 23’)=Zy3G i
j=1 j=1

Washington University in St. Louis CSE567M
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Computing Performance Using G(N) (Cont)

Q Thejoint probability of having j or more jobs at ith device and |
or more jobs at kth deviceis:

| LGN —j—1)
> > 1) = 474/

a Utilizations: The device utilization is the same as the
probability of having one or more jobs at the device:

G(N —1)
2 Throughputs. From utilization law:
Ui
X; = —
Si
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Computing Performance Using G(N) (Cont)

QO The system throughput is given by the forced flow law:

X . —
Xz—’&:ﬂ:aG(N 1)
Vi D G(N)
0 Response Times. The mean response time of adeviceis given
by Little's law:

Qi Q
i = X; XV
0 The mean system response time is given by the general
response time law:
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Example 35.4

2 Consider the central server model of Example 35.1
2 For this system: G(1)=6, G(2)=25, and G(3)=90.
2 Queue Length Distributions:

2 The probability of having two or more jobs at disk A
IS

_ 2 GIN=-2) ,6 _
P(na >2)=y5 GIN) 3 0 = 0.6
2 The probability of exactly onejob at disk A is:
Pna=1) = G@Z‘w (G(N —1) — yaG(N - 2))
3 21
= %(25—3><6): op = 0:233
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Example 35.4 (Cont)

Q The probability of exactly zero, two, and three jobs:

P(ng=0) =
Pna=2) =
P(nyg = 3)

Washlngton vniversity 1n St. Louls

GOy (GO = 0) = yaG(N = 1)

90 — 3 X 20
90
vy (GON =2) = yaG(N = 3)
6 —3x1
90
Gov (N =3) = yaG(N - 9))
1 -3x0

37 o 0.3

LSEDD/IVI

= (0.166

3 0.3
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Example 35.4 (Cont)

2 We can compute its mean, variance, and any higher-order
statistics of queue length at disk A:
N

Elnal = Y jP(na=j)
j=1
= 1x02334+2x034+3x0.3=1.733
N
Eln%] = ) j*P(na=j)
j=1

— 1°x0.233+22%x03+32%0.3=4.133
Varlna] = E[n3] — (Elnal)’
— 4.133 —1.733% = 1.13
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Example 35.4 (Cont)

2 The probability that both disks are busy:
G(N—-2) 3x2x6 36

P(nas>1,ng>1)=yiyl = — =04
2 The mean queue lengths at the three service centers are:
N .
- G(IN—j) 1x25+1°x6+1°x1 25+6+1 32
= J et et = — =
Wory = ;yCPU G(N) 90 90 gp — 0390
N .
G(N—j) 3x25+3*x6+3>x1 T75+54+27 156
— J — —= = — 1
@i ;yf‘ G(N) 90 90 gp — 173
N .
G(N—j) 2x25422x6+2°x1 50+24+8 82
— J — = — — — U. 11
s j_zlyB G(N) 90 90 o0 ~ Y
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Example 35.4 (Cont)

0 Asacheck, note that the three queue lengths sum up to 3 which
IS the total number of jobs in the system.

a Utilizations: The CPU utilization is:
G(N —1 25
Ucpy = P(nepy > 1) = yopu (G(N) ) =90 0.278

2 Throughputs: The system throughput is.

G(N —1 1 25
X =« (G(N) ) =078 90 = 0.356 jobs/second

2 The CPU throughput IS:

Xopu = XVepy = 0.356 x 20 = 7.12 jobs/second
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Example 35.4 (Cont)

0 Response Times:

Qcru 0.356
CPU = XVepu  0.356 x 20 SECOLES
Q4 1.733
Ra = < = 035613~ 037 seconds
0.911
Rp @p — — (.43 seconds

T XVs  0.356 x 6
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Example 35.4 (Cont)

2 The mean system response time as given by the generdl
responsetimelaw is:

R = ZRM —0.05 x 20+ 0.37 x 13 4+ 0.43 x 6 = 8.42 sec

a Asacheck, we can use Little's law to find the mean number of
jobsin the system:

N=XR=0.356 x842 =3
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Timesharing Systems

0 One set of terminals that are modeled as delay centers with
think-time Z.

O Assume that the terminals are zeroth device and:
g(n,0) = g, = 1,2,...,N

Q Here, y,= o Zisthe scaled value of the think time.

QO The system state is now represented by a M+1 component
vector n = {n,, n, ..., Ny, }, where n. is the number of jobs at
the ith device, n, is the number of jobs at the terminals.

M
T, > O, Zi:O T, — N

Washington University in St. Louis CSE567M ©2008 Ra| Jain
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Timesharing Systems (Cont)

O The state probabilities are given by:

o 11, N9

T SRR L
P(n()anla"'?nM): > :'Lo'é(N) M

2 If there is more than one delay center in the network, they can
all be combined into one service center by adding their total
demands D, to Z.

a The computed value of G(N) is still correct and ny now
represents the sum of queue lengths at all delay centers.

0 The mean queue lengths at individual delay centers are
proportional to their service demands D..

a The equations for system performance metrics given earlier are
still valid.

Washington University in St. Louis CSE567M ©2008 Ra| Jain
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than terminals.

terminas:
0 Mean Queue Length: Using Little's law
Q= XZ
a Utilizations: Using the utilization law
Uy= XZ
a Utilization of individual terminalsis:
Uy XZ 7

Vz=N =N R+ Z

Washington University in St. Louis CSE567M

Timesharing Systems (Cont)

2 The queue length distribution formulas apply to devices other

0 See Buzen 1973 for queue length distributions for terminals
2 The mean queue lengths and device utilizations for the

©2008 Raj Jain
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Example 35.5

1 Consider atimesharing system with 3 terminals. An average
user makes 13 1/0 requeststo disk A, and six |/O requests to
disk B. The service times per visit to the CPU, disk A, and disk
B are 39 milliseconds, 180 milliseconds, and 260 milliseconds,
respectively. The users have an average think time of 4.68
seconds. -

2 For this system:

QO Theservicetimes are:
Sp,=0.039, S,=0.18, $;=0.26

O Thevidit ratios are:
Vep=13+6+1=20, V,=13, V=6
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Example 35.5 (Cont)

0 Tota service demands are:

Depy = 20 x 0.039 = 0.78
Dy =13 x0.18 =2.34
Dp =6 x%x0.26 =1.56
QO and Z=4.68
2 For the scaling factor, we once again choose o=1/0.78.
Q Thisresultsiny,=6, Yepy=1, Y4=3, and yz=2.
a The nth row of the terminal column isy,/n!.
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Example 35.5 (Cont)

Yo YcPrPuU YA YB

n = = =3 =2
0 1 1 1 1
1 6 7 10 12
2 18 25 55 79
3 36 61 226 334

0 G(0)=1, G(1)=12, G(2)=79, G(3)=384.

0 Thetotal number of system statesis ( 3+4-1 ) or 20.
4 —1
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2 Can compute any desired

two jobs at the terminalsis

job at disk A is

47+0.141=0.336.

Washington University in St. Louis

statistics on the queue length of
any device including terminals.

0 For example, the probability of

0.094 + 0.141 + 0.047 = 0.282.
a Similarly, the probability of one

0.031+0.016+0.008+0.094+0.0

CSE567M

Example 35.5 (Cont)

Number of Jobs at

Term-
inals

CPU

Disk Disk

A

B

Probability

-

WNNNINNNHFRF R R PR R, Oo o

O

O R OO NP R OOOoOWNDNNREFERFERFEOOO

OO PR OO R ONFPF OO, ONDEFEOWNDEF—O

O OO R OO OFINOOFOFNORFDNDW

0.021
0.031
0.047
0.070
0.010
0.016
0.023
0.005
0.008
0.003
0.063
0.094
0.141
0.031
0.047
0.016
0.094
0.141
0.047
0.094

Total = 1.000
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State Probabilitiesfor Example

2 Without the table, the probability of onejob at disk A:
G(N —1) 79

P(na>1) =y} GV :31@:0.617
G(N —2 12
P(na >2) =3 (G(N) ) :32@ = 0.281

Pnga=1)=P(ng>1)—P(ng >2)=0.617—0.281 = 0.336
a Similarly, probabilities of O, 2, and 3 jobs at disk A can be
shown to be 0.383, 0.211, and 0.070.

0 Using these values, the average queue length at disk A can be
shown to be 0.97

0 Variance of the queue length is 0.87.

Washington University in St. Louis CSE567M ©2008 Ra| Jain
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Example 35.5 (Cont)

Q The system throughput is:

GIN—-1) 1 79
X — — %0264
“TGIN) T 0.78 " 384

O Thedevice utilizations are;

Ucpuy = XDcpy = 0.264 x 0.78 = 0.206

Up=XDy =0.264 x 2.34 = 0.618
Up=XDp =0.264 x 1.56 = 0.412

Washington University in St. Louis CSE567M
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Example 35.5 (Cont)

a The average number of jobs at the devices are:

N .
. G(N—-7) 1'x79+1?x12+1°x1 92
=N "y = = 22— 0.240
Woru Zj:yCPU G(N) 384 384
N .
G(N—7) 3'x79+3x12+3>x1 372
=Ny = = 22— 0.969
(a zj:yA G(N) 384 384
N .
QN —j) 2'xT94+22x12423x1 214
=N "y - — 2 0557
Q5= v G(N) 384 384

Qierm = N — (Qcpy +Qa +Qp) = 3 — (0.240 + 0.969 + 0.557) = 1.234
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Example 35.5 (Cont)

2 The device response times are;

0.240
Repy = Qopu/(XVepy) = R 90 0.045 seconds
0.969
Ra=Qa/(XVy4) = TISEE 0.283 scconds
0.557
R =Qp/(XVg) = 0964 6 0.352 seconds

0a The system response time s
R=> R;V;=0.045 x 20 + 0.283 x 13 + 0.352 x 6 = 6.694 seconds

0 Weé can check the computation by computing the
average number of jobsin the system:
N =X(R+Z)=0.264(6.694 + 4.68) = 3
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B D?lD;LQ . D]’IQM
nl,ng,...,nM)— G(N)
a A system with N jobs and M devices has approx NM-1 states

2 Convolution agorithm allows G(N) to be computed using NM
computations

g(na k) — g(na k— 1) + ykg(n o 17k)
O Allows getting variance and other higher order statistics

0 Gordon and Newell: P(
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Homework 35

For atimesharing system with two disks (user and system),
the probabilities for jobs completing the service at the
CPU werefound to be 0.75to disk A, 0.15to disk B, and
0.1 to the terminals. The user think time was measured to
be 5 seconds, the disk service times are 30 milliseconds
and 25 milliseconds, while the average service time per
visit to the CPU was 40 milliseconds.

Analyze this system using convolution method and determine the

distribution of queue lengths when there are 3 users on the
system.
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