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Random-Variate Generation

1 General Techniques

2 Only afew techniques may apply to aparticular
distribution

2 Look up the distribution in Chapter 29
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| nver se Transfor mation

0 Used when F1 can be determined either analytically or
empirically.
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10k
u S
CDF i
F(x) |
05 |
|
| |
0 X
| Washington University in St. Louis CSES67M

©2011 Ra| Jain

28-4



Pr oof

Let y = g(x), so that z = g~ (y).

Fy(y) = P(Y <y) =
= Fx(97'(y))
If g(x) = F(x), or y = F(z)
Fy)=F(F'(y) =y
And:

fly) =dF/dy =1

That is, y is uniformly distributed between 0 and 1.
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Example 28.1

Q For exponentia variates.
The pdf f(z) = Ae™?®

The CDF F(z)=1—e* =uor, z = —

a IfuisU(0,1), 1-uisaso U(0,1)

0 Thus, exponential variables can be generated by:

1

r=——In(u)
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Example 28.2

0 The packet sizes (trimodal) probabilities:

Size  Probability
64 Bytes 0.7
128 Bytes 0.1
512 Bytes 0.2

Q The CDF for thisdistribution is:

(00 0<zx<64
0.7 64<zx <128
0.8 128 <z < 512
1.0 512<x

F(z) =V«

\
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Example 28.2 (Cont)

QO Theinversefunctionis;
(64 0<u<0.7

Flu) =< 128 0.7<u<0.8
512 0.8 <u<1

\

Generate u ~ U(0, 1)
u <0.7= Size = 64
0.7 <u<0.8 = size =128
0.8 <u= size =512

2 Note: CDF is continuous fromthe right
= the value on the right of the discontinuity isused
= Theinverse function is continuous from the left

= u=0.7 = x=64
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Applications of the | nverse-Transformation

Technique
Distribution CDF F(x)  Inverse
Exponential 1 — e @/a —aln(u)
Extreme value 1—e~¢ ° a+blnlnwu
Geometric 1—(1—p)* {1111?1(29)—‘
Logistic 1-—L— u—0bln(2-1)

l14+e b

Pareto l—a ¢ 1/ut/e
Weibull 1 — el@/a)’ a(lnu)/?
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Reg ection

0 Can beused if apdf g(x) exists such that ¢ g(x) majorizesthe
pdf f(X) = c g(x) > f(x) V X

a Steps:

1. Generate x with pdf g(x).

2. Generate y uniform on [0, cg(x)].

3. If y <f(X), then output X and return.
Otherwise, repeat from step 1.

= Continue rgecting the random variates x and y until y > f(x)
a Efficiency = how closely ¢ g(x) envelopes f(X)

L arge area between ¢ g(x) and f(X) = Large percentage of (X, y)

generated in steps 1 and 2 are rejected

a If generation of g(x) is complex, this method may not be
efficient.
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Example 28.2

0 Betal2.4) densitv function:
flx)=20z(l—2)° 0<z<1
c=21land g(z) =1 0<zx<1

0 Bounded inside arectangle

of height 2.11

= Steps. e
> Generate X uniform on ]
[0, 1]. 24
> Generatey uniform on
[0, 2.11]. g

> 1Ty <20 x(1-x)3, then
output x and return.
Otherwise repeat from

g ll D _-_
ep Rm 025 .50 075 |.08
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Composition

0 Canbeused if CDF F(x) = Wael qhted sum of n other CDFs.

sz

Q Here, p; > 0,>._pi =1, and F sare distribution functions.

0 n CDFs are composed together to form the desired CDF
Hence, the name of the technique.

0 Thedesired CDF isdecomposed into several other CDFs
= Also called decomposition.

0 Can also be used if the pdf f(x) isaweighted sum of n other

pde: n
= E pi fi(x)
1=1
Washington University in St. Louis CSE567M ©2011 Raj Jain

28-12



Steps.
1 Generate arandom integer | such that:
P (I — Z) = Di
2 Thiscan easily be done using the inverse-
transformation method.

a Generate x with the ith pdf f;(x) and return.
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Example 28.4

Q pdf: f(z) = ge” Ve
2 Composition of two
exponential pdf's

a Generate

Uy ~~ U(O, 1)
Uy U(O, 1)

a If u<0.5, return;
otherwise return
X=aln u,.

2 Inverse transformation
better for Laplace
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Convolution

0 Sumof nvariables. =y +y2+ -+ yn
a Generate n random variate y;'s and sum

2 For sums of two variables, pdf of x = convolution of
pdfsof y, andy, Hence the name

2 Although no convolution in generation
2 If pdf or CDF = Sum = Composition
2 Variable x = Sum = Convolution

0= [ 1eute -
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Convolution: Examples

a Erlang-k = >;_¥ Exponential;

a Binomial(n, p) = 2.._," Bernoulli(p)
= Generated n U(0,1),
return the number of RNslessthan p

0 x*(v) = 2=1" N(0,1)?

0 I'(a b))+ (aby)=I'(ab,+h,)
= Non-integer value of b = integer + fraction

a2._"Any =Norma = > U(0,1) = Normal
Q 2.._™ Geometric = Pascal
a >._,% Uniform = Triangular
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Characterization

D

Use special characteristics of distributions = characterization

QO Exponential inter-arrival times = Poisson number of arrivals
= Continuously generate exponential variates until their sum
exceeds T and return the number of variates generated as the
Poisson variate.

0 The a smallest number in a sequence of a+b+1 U(0,1)
uniform variates has a3(a, b) distribution.

Theratio of two unit normal variates is a Cauchy(0, 1) variate.

a A chi-sguare variate with even degrees of freedom y4(v) isthe
same as agamma variate y(2,v/2).

a If x, and x, are two gamma variatesy(a,b) and y(a,c),
respectively, the ratio x,/(X,+X,) is a beta variate 3(b,c).

a If xisaunit normal variate, e**o* isalognormal (u, o) variate.

D
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|s CDF

Invertible?

|IsCDF asum

Yes

Useinversion |

f other CDFs?

|s pdf a sum

Yes

Use composition

of other pdfs?
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Y .

== Use convolution
Yes Use characterization
Yes

Use rgjection

Use empirical inversion
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Homework 28

2 A random variate has the following triangular density:
1
f(z) = T min(z,8 —x) 0<z <8

0 Develop agorithmsto generate this variate using each of the

following methods:
a. Inverse-transformation
D. Reection
c. Composition
d. Convolution
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