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Abst ract

Gven the large installed base of ring fiber-plants and the extensive
experi ence operators have gained in operating SONET/SDH ri ng networks,
optical rings are becom ng increasingly inmportant. As such, optica
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rings will play a crucial role in the migration fromexisting TDM based

SONET/ SDH architectures to nore dynanic |ightpath provisioning

paradi gns. To date, various optical ring concepts have been tabl ed,

proposing nulti-services support and mrroring the fast protection

swi tching capabilities of existing SONET/SDH rings. Nevertheless, the

energi ng MPL(anbda) S/ GWLS franework for optical networks is largely

based upon (optical) mesh routing concepts. Cearly, there is a strong

need to formalize a nore conprehensive architectural framework for

optical rings and ensure its proper integration within the emerging



MPL(anbda) S/ GWPLS architecture. Along these lines, the various optical
ring schenmes are summari zed and their associ ated dynami c provisioning
concerns detail ed.
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Li st of Acronyns

ADM Add-drop nul tipl exer

APS: Automatic protection swtching

AS: Aut ononous system (routing donain)

BER: Bit error rate

BLSR: Bi -directional line-switched ring

BPSR: Bi -directional path-switched ring

COPS: Conmon open policy service

CR- LDP: Constraint-routing |abel distribution protocol
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DPRI NG Dedi cated protection ring

DRI : Dual ring interconnection

DVWDM Dense wavel ength division nultiplexing

DXC. Di gital cross-connect

EXC. El ectronic cross-connect (el ectronic cross-point swtch)
FI S: Fail ure indication signal

FRS: Fai l ure recovery signal

G-P: Generic fram ng protocol (for data over SONET/ SDH)
GWPLS: Generalized nmulti-protocol |abel swtching

| ED: I nt egrat ed edge device

| GP: Interior gateway protocol

| LM I ncomi ng | abel map

| PORPR: I P over resilient packet ring

LMP: Li nk nmanagenent pr ot ocol

LOF: Loss of fram ng

LOL: Loss of I|ight

LCS: Loss of signal

LSA: Link state attribute

LSP: Label switched path



LSR Label switch router (also | anbda switch router)

VEMS: M cro-el ectro-nechani cal systens
MPLS: Mul ti-protocol |abel swtching
NHLFE: Next - hop | abel forwarding entry
NIVES: Net wor k managenent system

NNI : Net wor k-t o-network interface

O ADM Optical add-drop nultipl exer

O BLSR: Optical bi-directional line-switched rings
O BPSR: Optical bi-directional path-switched rings
OC- n: Optical carrier

CCh: Optical channel

QVE: Optical multiplex section

OPU: Optical payl oad unit

OSC. Optical supervisory channe

OSPF: Open shortest path first protoco
OXC. Optical cross-connect swtch

PDH: Pl esi ochronous digital hierarchy
PM_: Protection nerge LSR

PMIG Protected MPLS traffic group

PSL: Protection switch LSR

PXC: Phot oni ¢ cross-connect switch
RNT: Reverse notification tree

RPR: Resi |l i ent packet ring

RSVP: Resource reservation protoco

RWA: Rout i ng and wavel engt h assi gnnent
SDH: Synchronous digital hierarchy
SHR: Sel f-healing ring

SNC: Sub- net wor k connecti on

SNCP: Sub- net wor k connection protection
SPRI NG Shared protection ring

SONET:  Synchronous optical network

SRLG Shared risk |link group

STM Synchr onous transfer nodul e

TCP: Transport control protoco
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TDM Time division nultiplexing

TLV: Type length value (field)

UNI : User network interface

VPCOR: Virtual private optical ring

UPSR: Uni -di rectional path-swtched ring
DM Wavel engt h di vi sion mul tipl exi ng
WRS: Wavel ength-routing switch

1. Introduction

Many networks today are based upon fiber-ring architectures, as

evi denced by the proliferation of SONET/SDH rings all the way from

t he | ong- haul backbone to the metropolitan and regional areas. Most

| arger backbone rings represent significant investnents on the

part of service providers, and expectedly will have longer lifetines.
Additionally, in the regional metro space, hierarchical SONET/ SDH

ring architectures are also very comonpl ace. For exanple, at the
access-side, smaller (optical carrier/synchronous transfer nodul e)
OC-3/STM1 (155 Md/s) tributary rings are used to aggregate and groom
traffic fromenterprise custoners. These rings are then connected to
| arger granularity OC- 12/ STM4 (622 M/ s) and possibly OC 48/ STM 16
(2.5 @/s) rings spanning larger nmetropolitan distances. Metropolitan
rings are then used to feed into even | arger regional (and possibly

| ong-haul ) fiber-ring topologies with increased bit rates, such as
OC-192/STM 64 (10 Gb/s). As aresult, ring architectures will clearly
play a major role in the evolution of optical networks.

Gven this large, entrenched base of ring topologies, currently many
operators are planning for a mgration to equival ent dynamic optica
ring architectures. Dynamc optical rings can be defined as fiber
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rings with dynam c |ightpath provisioning capabilities (such as
routing, add/drop, and protection). These optical wavel ength routing
rings, comonly also referred to as optical add-drop ring multiplexer
(OADM rings, will formthe nmainstay architecture for nost metro/

regi onal and even | ong-haul networks, hel ping operators ease their
transition to future optical (mesh or hybrid ring-nesh) networks.
Since many operators have significant experience in deploying and

mai nt ai ni ng SONET/ SDH rings, future optical anal ogs of such tine-
division nultiplexing (TDM ring switching are of great transitiona
val ue. Here, wavel ength channels (as opposed to TDM circuits) undergo
bypass, add, or drop operations at ring network el enents [ MARCENAC] .
Optical rings will allow operators to i mediately | everage their current
fi ber topol ogies and avoid | engthy fiber-expansion costs (i.e.

associ ated with depl oyi ng nesh networks). Furthernore, ADM based ring
architectures are well-known for their operational sinplicity and

i nherently fast protection switching capabilities, and perhaps, this
is the main reason for the w descal e acceptance of SONET/ SDH t echnol ogy.
Net wor k operators have become well-accustoned to the fast, tinely
recovery capabilities provided by SONET/ SDH automati c protection

swi tching (APS) schenmes, such as uni-directional path switched rings
(UPSR)/ 1+1 sub-network connection protection (SNCP) and bi-directiona
line switched rings (BLSR)/nultiplex section shared protection rings
(Ms/ SPRI NGs) [ GR1230],[ T1.105.01],[ G 841]. These architectures can
achi eve service recovery within 50 ns after a fault event, via
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detailed electronic frame nonitoring and fast protection switchover
signal i ng provisions.

Meanwhi l e, recently there have al so been significant devel opnents in
extendi ng the ubiquitous nulti-protocol |abel swtching (MPLS) framework
to the optical networking donmain, nanely "I P over optical" via
MPL(anbda) S [ AWDUCHE] , [ GHANI 1], [ RAJAGOPALAN] and nore recently,
general i zed MPLS (GWLS) [ASHWOOD1],[ XU . Nevertheless, given its
origins from (nesh) |P packet routing networks, this framework as it
stands today, is largely geared to support dynami c optical nesh networks.
Conversely, no standards exist for optical rings and nost offerings do
not provide dynanic channel routing (add-drop) capabilities, relying

i nstead upon proprietary, static solutions. Now given the abundance and
strategic inportance of ring fiber-plants (as detailed above), it is
crucial to extend the existing MPL(anmbda) S/ GWLS framework to provision
dynanic optical ring networks. Although sone may state that rings are
speci al cases of neshes (technically speaking), the various intricacies
of ring networks require special attention in the MPL(anbda) S/ GWLS
framework. As nost |ong-haul optical networks continue to nmigrate

t owards mesh-based GWLS/ MPL(anbda) S setups, along with increasingly
MPLS-based "client"” router networks, internediate nmetro/regiona

networks (largely ring-based) nust also evolve to a simlar architecture
Such a uniform provisioning framework will permt true optical services
provi sioning across all network/geographi c donai ns.

In particular, the MPL(anbda) S/ GWLS franmework nust address ring
channel provisioning and protection switching functions. Undoubtedly,
optical (ring) solutions nust provide equivalent, or inproved,
capabilities in order to replace TDMrings in a tinely manner. Since
each fiber (or wavelength) in an optical network can now carry a nuch
hi gher degree of nultiplexed traffic, APS capabilities are even nore
crucial. This report details an architectural franmework for optica
rings, representing a logical, structured evolution (expansion) from
exi sting SONET/SDH (TDM ring paradignms. Optical ring equival ents of
SONET/ SDH prot ecti on schenes are presented and detail ed provi sioning
i ssues outlined within the context of the broader MPL(anbda)S/ GWLS

f ramewor k.

2. Framework for Optical Rings



Many of the proposed concepts in optica
origins fromthose in SONET/ SDH ri ng networks.
readers are famliar with basic SONET/ SDH constructs,
introduction is presented in the Appendi x (Section 4).
i nherent transparency of optica
can devel op significantly upon existing TDM SONET/ SDH ri ngs
rings is envisioned, pernmitting a

range of protocols/bit-streans being carried in their native format,
SONET/ SDH, ATM

t he concept of
full

e.g.,

"transparent™ optica

Here it
al beit a

Due to
swi t chi ng technol ogi es,

I P, GFP, ESCON, SDL, G gabit Ethernet,

opti cal

ring networks derive their
i s assuned that

bri ef
t he
rings

Nanel y,

etc.

Note that there are also standardi zation efforts to define generic

mappi ngs/ encapsul ati ons for data protocols,
procedure (GFP) [GFP] for the optica
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in IT:T G709 [G709] .

performthe optica
t hrough, add, drop,

payl oad unit (OPWK),

Fundanental |y optica
"equi val ents" of TDM ADM channe
and fast APS functions [ARI JIS], [ MARCENAC] .

such as the generic framng
as defined

ring network el enments nust
operations:

pass-

Expect edl y,

"active" operations are inplied here,

ot herwi se t he

principles of dynam c wavel ength provisi oni ng,
Specifically,
now repl aced by wavel engt h-based |ightpath entities.
add-drop mul tipl exer (O ADM or
cross-connect (OXC)/wavel ength routing switch (WRS) nodes.
purely optica

GWPLS are largely inapplicable.

can be met by either using optica
opti cal
Wth regards to the latter
classified as photonic cross-connect
(OXC, PXC) are well-suited to |arger
swi tching) applications,
capabilities.
herein are used to refer to conplete
node sub-systens as may be done in a

whi ch require added (nesh) spatial
Note that the terns O ADM OXC, and PXC in the context

and hence MPL(anbda) S/
TDM circuit/timeslots are
These requirenents

nodes can al so be further
(PXC) nodes. The latter types
inter-ring connection (i.e.,
swi t chi ng

ring node systens (and not just
nmore detailed context).

Fom e e o +
Denux [/ |---<0>--3| | ---<0>-->] \ Mix
WEin >----+ |---<0>-3>| Lanbda |---<0>--> +----> WE out
\ |---<0>->| pass-thru/ |---<0>-->|_/
_ | protection | _
Mix [ | <--<0>---]| | <--<0>---| \ Denux
E-Wout <----+ |<--<0>--]| | <--<0>---| +----< E-Win
\ | <--<0>---| | <--<0>---| _/
TS +
[ 1] ~~A -<0>- (Optional O E conv.
I T N I (wavel engt h transponders,
vvyv | || possi bl e SONET/digita
S + wrappers nonitoring)
---->| Wavelength |---->
Fromclient nodes ---->| channel |----> To client nodes
----> add/drop |---->
s +

Figure 1: Sanple optica

A generic overview of a two-fiber optica
Figure 1 and can easily be extended for four-fiber rings.

ring node (2-fibers shown)

ring device is shown in

Optica

demux (mux) devices split (conbine) wavel ength channel s (wavel ength
bands) fromincom ng (outgoing) fibers and connect to a wavel ength

channel
using a variety of techniques,
el ect ro-mechani cal systens (MEMS),

swi t chi ng devi ces.

(band) add/drop/protection unit.
such as optica
bubbl e,
digital/electronic cross-point swtches (DXC EXC),
The add/drop channels help to formthe access stage

This stage can be inpl enent ed
switches (e.g., mcro-

t hermo-optic, etc),

or sinpler 2x1

of a ring node and this is where signals are mapped/ de- mapped onto/from

wavel ength transmtters/receivers
edge SONET/ SDH (or digita
access stage.

Overall, optica

Optionally,
wrappers [ G 709]) payl oad mappi ng at the

ring nodes can exhibit nmany different

O E designs can perform

| evel s of
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functionality. For exanple, purely optical add-drop/sw tching fabrics
are incapable of perform ng wavel ength conversion but offer true signal
format transparency. Conversely, EXC based designs using opto-
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electronic (O E) conversion techniques will not have wavel ength

i nterchange restrictions, but will reduce signal format transparency.
Therefore, as a tradeoff, "hybrid" designs are al so possible, using EXC
switches or tunable lasers to offer partial wavel ength conversion
capabilities for selected wavel engths and/or |inks. NMbreover, numerous
studi es have shown that partial wavel ength conversion capabilities yield
net wor k bl ocki ng probabilities close to those achieved with ful

wavel ength conversion switches (i.e., OE based). Hence, for the
foreseeabl e future, optical networks will conprise of non-conversion and
conversi on- capabl e devices. Note that all-optical wavel ength conversion
techni ques are al so being actively researched, but conmercial conponents
are not yet available. Gven all these variations of optical ring
nodes, is inportant to define an optical ring framework that, to the
extent possible, is independent of inplenentation and enconpasses al

(or as many of) these possibilities.

Uni -Directional Rings

TDM Model s WDM Model s

2-fiber SONET/ SDH UPSR <----- > 2-fiber O-UPSR w. 1+1 OCh- DPRI NG
Note: VDM 2-fiber O UPSR (1:1 OCh-DPRI NG al so conceivabl e

Bi -Directional Rings

TDM Model s WDM Model s
2-fiber SONET/ SDH BLSR <----- > 2-fiber O BLSR (QOVS- SPRI NG
4-fiber SONET/SDH BLSR <----- > 4-fiber O BLSR ( OV5- SPRI NG

Note: WM 2/ 4-fiber O BPSR (OCh- SPRING al so possible (path-Ievel)
Fi gure 2: Mappi ng between SONET (SDH) and optical ring architectures

To date, the ANSI T1X1 and I TU-T SGL5 have been nobst active with regards
To work/ proposals for optical ring architectures, e.g., see [CHEN],

[ CVI JETI C1- 2], [ SOULLI ERE] . Although this work represents a good starting
poi nt, detail ed standards (conparable to SONET UPSR, BLSR) are yet to
energe. Overall, optical ring proposals are classified into two maj or
types, nanely dedicated protection rings (DPRING and shared protection
rings (SPRING, and this delineation is re-used here to define the
conceptual franmework. The general relationship between SONET/ SDH and
proposed/ energi ng WOM (optical) shared/ dedicated ring architectures is
shown in Figure 2, and details are discussed subsequently. Mbore specific
provi sioning (signaling) requirenments are treated in Section 3. Note
that the terns optical channel and lightpath are used in an

i nt erchangeabl e manner to represent wavel ength circuits. Furthernore,
the prefix "O' is used to identify "optical" ring concepts, in order to
clearly discern themfromexisting TDM ring (SONET/ SDH) schenes.

2.1 Dedicated Path Protection Rings (DPRI NG

Dedi cated protection rings are relatively sinple in design and usually
associated with two-fiber uni-directional (path-swtched) O ADMrings
O UPSKR/ 2. These rings can inplenent "edge-to-edge" wavel ength channe
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protection, and are therefore nore commonly terned as optical channe

DPRI NG (OCh-DPRING [ARIJIS]. Note that the term "edge-to-edge" is

chosen here, referring to a "sub-network" connection (SNC) entity, since

it is nost germane to a single ring (domain) and not necessarily a

compl ete "end-to-end" client connection, see [ XUE]. Both the 1+1



(non-signaled) and 1:1 (signal ed) protection sw tching paradi gns can be
used herein. Each fiber in a OCh-DPRING carries wavel ength channels in
counter-propagating directions, with one fiber each for working and
protection channels. The 1+1 OCh-DPRING solution is simlar to SONET
UPSR rings, with bi-directional connections consuning wavel ength

resources on all fibers, i.e., permanent head-end bridging. This OCh-
DPRI NG schenme is shown in Figure 3 for a uni-directional channel. Note
that an all-optical OCh-DPRING will likely require the same wavel ength

val ue on the working and protection path (i.e., unless ingress traffic
bridging is done onto two separate wavel ength transmtters). Since
recei ver-based sw tchovers are performed, no conplex signaling protocols
are required for 1+1 optical protection unless 1+1 bi-directiona
switching is enployed (see [ MANCHESTER1]). However, there is normally
an added power penalty when perform ng optical head-end bridging, e.g.

if asingle laser’s output signal is head-end bridged [ SOULLI ERE].

Node A Node B
[ S, + [ S, +
R R I I b b R S I I R R R I I I R R R I I I O I
I # I I
I A e I *
Fo--- - #-+ +------ x4
[ # ** Working [ *
| #  ## Protection | *
| # (permanently | X<- - Fi ber
[ # bri dged) [ * cut
I # I *
Fo--- - #-+ +------ x4
| HHAHBHBHBHBH B H IR R HHRHAHAHA* > > A-D
I I I I
I |- I I
[ S + [ S +
Node C Node D

Figure 3: 1+1 wavel ength path protection (2-fiber OCh-DPRI NG

Additionally, signaled 1:1 protection is also conceivable for the

OCh- DPRI NG, essentially re-using protection wavel engths for | ower-
priority traffic, i.e., head-end switching [ SOULLI ERE]. This requires
an optical APS signaling protocol that has yet to be specified, a

maj or task. However, note that overhead bytes have been proposed in the
ITU for the OVS level, as per G709 [G 709], and these can be used for
conveyi ng APS signaling. Al though 1:1 channel protection inproves upon
idle resource utilization here, it still has limted spatial wavel ength
re-use and is rather disruptive (i.e., full ring/path switch can affect
many users, albeit |ower pre-enptable priority). The 1:1 OCh- DPRI NG
structure is shown in Figure 4, where the lower-priority lightpath CD
occupi es a protection wavel ength/span for lightpath A-D. Overall
however, signaled protection is nostly proposed for nore advanced shared
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(line, path) ring architectures, Section 2.2. Note that the co-

exi stence of both 1+1 and 1:1 OCh protection nmechanisns in the same two-

fi ber DPRING may al so be possible (i.e., since the underlying fiber/

wavel ength plan is the same). However this issue requires further

nore careful investigation of non-honbgeneous ring behaviors.

Node A Node B
B + B +
EIR IR b I S I I I I I I I I IR I S I S R I I I I I I R I b I b I b I I b I O |
I # | I *
I # | I *
I i I I *
Fomm - - - #-+ ommma - o+

[ # ** Working [ *

| # ## Path | *



# @ Low Priority | X<- - Fi ber
[ # (pre-enptable) | * cut
# I

Figure 4: 1:1 wavel ength path protection (2-fiber OCh- DPRI NG

Not e that dependi ng upon the ring node’s fault detection nechani sm
swi tchover signaling can be actuated using a variety of nethods (see
Section 2.4, Section 3.2). For exanple, translucent designs using
"inband overhead" nonitoring (as defined by SONET Bl-bytes [ GR1230]
or digital wappers defect indicator bytes [G 709]) can detect
progressive signal degradation and estimate bit-error rate (BER

val ues, etc. Inband overhead byte nonitoring can al so be used to
det ect progressive signal degradation. Alternatively, for transparent
optical rings, optical nmonitoring techni ques, such as power or

signal -to-noise ratios (SNR) can be used to detect fiber (or

wavel ength) faults, Section 2.4.

In summary, the OCh-DPRI NG schene requires full (100% protection
resource overhead and cannot achi eve spatial re-use, sonewhat akin
to SONET UPSR rings. Hence, the OCh-DPRI NG schene is best suited
for hubbed traffic demands, where wavel ength counts (and not spatia
traffic demand distributions) are the dom nant factors

2.2 Shared Protection Rings (SPRI NG
Shared protection ring (SPRING architectures are designed to inprove

upon spatial resource utilization over UPSR designs. These rings are
derived from SONET BLSR rings and are usually nore conpl ex, requiring

active signaling for fast recovery. Overall, two shared ring schenes

have been proposed, nanely at the optical nultiplex section (OVS) and

the optical channel (OCh) level, respectively. 1In all such schenes, bi-
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directional connections between two endpoi nt nodes nust traverse the
same set of internediate nodes. Details are now presented (see al so
[ARIJIS]).

2.2.1 Optical Miultiplex Section-Shared Protection R ngs (OVS-SPRI NG

Fi ber cuts are one of the nbst comon faults in ring networks, and given
the increased nmultiplexing of DWDM systens, it is very desirable to al so

protect at the fiber span (i.e., OVMS) level. Since per-channel
protection swi tching can involve excessive signaling for |arge channe
counts, fiber (i.e., optical line) protection can be nuch nore scal abl e.

Fi ber protection basically provides an alternate fiber path between two
adj acent nodes experiencing a fiber cut, and usually al so requires
signaling between the two end-points of fiber cut. Fiber protectionis
best applied to "fiber-rich" four-fiber rings, although two-fiber
schenes are al so possible. However, carefully note that |ine protection
requires fiber fault detection and isolation capabilities, unlike end-
to-end channel protection. A variety of OVS shared protection rings

are possible, terned OV5-SPRING, and details are presented

Two-fiber OVS-SPRING |ine (fiber) protection schenes, ternmed herein as
O BLSR/ 2, are very simlar conceptually to SONET BLSR/ 2 designs. For

exanple, to permt resource sharing and (intra-fiber) coordination

bet ween wor ki ng/ protection channels, these rings require a wavel ength
nunberi ng/ assi gnment schene to effect a groupi ng between working and



protection channels. This essentially creates two "virtual fibers"” from
each physical fiber, albeit each with only half the nunber of

wavel engths. The rules for such a partitioning are sonewhat sinilar to
those for timeslot partitioning in SONET BLSR/ 2 rings. Specifically,
each fiber has an equal nunber of working and protection wavel engt hs
traveling in the sane direction, and the working wavel ength group in a
given fiber corresponds to the protection wavel ength group in the other
fiber. This inplies that opposing directions will be routed on the sane
side (i.e., through comon nodes) but use different fibers. Note that
the intra-fiber wavel ength plan requirement of O BLSKR/ 2 rings conplicates

ring node design (e.g., if OE based or all-optical based). Al so, for
all -optical rings, added wavel engt h nunbering qualifications are required
to enforce the wavel ength-continuity constraint. In particular, the

actual wavel ength values within each group (working, protection) have to
mat ch each other, thereby precluding the need for wavel ength conversion

upon switchover events. For exanple, the first (W2) fiber wavel engths

can be assigned for working channels, whereas the last (W2) wavel engt hs
can be assigned for protection channels. This condition can be rel axed

for translucent (O E) node designs, where wavel ength val ues can al so be

i nt erchanged upon protection swtching.

Node A Node B

*********************************************@|

I I I *Q@|
| 000000000000000000000000000000* @ |
ORHHHHAHHHHFHHAH I HBHHHHAHH AT @ |
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+--- - - - o#- + +--- - - - *0 +
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Fi gure 5: Loop-back span protection (O BLSR/ 2)

Two-fi ber OVB-SPRING (O BLSR/ 2) protection is possible using "l oop-
back" protection (i.e., conceptually simlar to SONET BLSR/ 2 rings),
nanely, all failed fiber wavel engths are re-routed on to the protection
fiber route on the counter-propagating side of the ring, see Figure 5.
Agai n, wavel ength continuity concerns may arise for all-optical rings.
As expected, protection signaling is done on the far-side. A beit an
alternative, optical |oop-back protection, however, is not very
attractive since it increases the distance and transni ssion delay of the
restored channels (nearly doubling path |l engths, as per SONET BLSR/ 2).
Rel at ed anal og degradati ons and ot her paraneters will likely further

hi nder applicability, especially in all-optical rings. Furthernore,

| oop- back protection fully consunmes protection fiber resources and
limts recovery to single fiber-cut faults at any given tine. As a
result, it is unlikely that two-fiber OVS | oop-back schenmes (O BLSK 2)
will see much favor in practical settings.
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Fi gure 6: Span protection, |oop-back and near-side (O BLSR/ 4)

Span switching is nmuch nore attractive for four-fiber rings since
protection fibers have the same wavel ength directionality as working
fibers. By logically extending SONET BLSR/ 4 architectures, four-fiber
OMVB- SPRI NG schenmes can al so be defined to protect against fiber cuts,
ternmed OBLSR' 4. Cearly, these rings can inpl enent |oop-back (i.e.
far-side) span protection by sinply re-routing all failed working

wavel engths on a fiber onto their associated, counter-propagating
protection fiber (like OBLSR/2). This will extend the channel routes
as shown in Figure 6 (e.g., lightpath A-D protection via A-B-A-CD
lightpath B-D protection via B-A-C-D). Far-side |oop-back switching is
especially attractive if all working-side fibers are cut (e.g., conduit
fault), but again suffers fromincreased anal og degradati ons.

Unli ke two-fiber rings, four-fiber OV5B-SPRI NG designs al so enable nore
interesting and | ess-di sruptive "near-side" protection switching. This
formof protection switching is largely designed to protect against

fi ber (and channel) failures, and not node failures. One of its main
purposes is to relegate protection signaling actions to the failed side
of the ring (i.e., working, near-side). In other words, the "dual -
directional” nature of fiber diversity of the four-fiber ring is
exploited to nmaintain the same edge-to-edge node route between worKking
and protection paths. Near-side protection switching is a generic
concept that can be applied on both the line and path levels. The line-
level case is illustrated for the OBLSR/' 4 schene in Figure 6, where
the failed wavel engths are routed to the same-direction protection fiber
on the near-side (only single direction shown for two working |ightpaths
A-D, B-D, traversing the outer working fiber). Overall, near-side line
swi tching i nproves resource efficiencies since it does not disrupt
traffic al ong the whole (long-side) protection route, as per | oop-back
techni ques. However, near-side switching is | ess robust since it can
only protect against working fiber faults, and not those that may al so
af fect near-side protection fibers.

2.2.2 Optical Channel -Shared Protection R ng (OCh-SPRI NG
Bi -directional SONET rings have only considered line protection since

i ndi vi dual channel (time-slot) failures within the ring were considered
relatively rare. However, when considering the types of failures that
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optical rings may be required to protect against, yet another type of
SPRI NG design may energe as a nore viable alternative to a sinpler
optical analog of two- and four-fiber nultiplex-section SPRING s, nanely
the optical channel-level SPRI NG (OCh-SPRING. Specifically, for the
case of both all-optical and transponder-based (i.e., translucent)
optical rings, the need arises to protect against isolated opto-

el ectronic (source or internediate wavel ength transnmitter/receiver)
failures that will affect only a single optical channel entity at a tine.
This inplies the need for a protection architecture that perforns OCh-

| evel switching, based upon OCh-level indications, independently for
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each optical channel on the ring. As the OV5-SPRI NG swi tches based upon
OVB- |l evel failure indications, and switches all optical channel entities
as a group within the OM5, it is incapable of protecting |ightpath
connections i ndependently of one another based upon CCh-Ilevel failure

i ndi cations. A protection architecture that can protect optical channels
i ndi vi dual | y based upon per-channel failure indications is the OCh-SPRI NG
[ MANCHESTER1], as facilitated by per-wavel ength routing/ processing/
nmonitoring capabilities. |In other words, this is essentially the optical
bi-directional path switched ring (O BPSR) concept for shared protection
rings. Again, tw variants of the OCh-SPRI NG are possible, nanmely for
two- (O BPSKR/ 2) and four-fiber (O BPSR/ 4) rings.
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Figure 7: Bi-directional path protection schemes (O BPSR/ 2)

The O BPSR/ 2 proposal is based upon 1:1 wavel ength protection (i.e.,
signal ed switchover) and utilizes the sane wavel ength plan as its |line-
swi tching counterpart, O BLSR' 2. The schene inplenents full bi-
directional edge-to-edge switching on the "far-side" of the ring, i.e.,
on the side away fromthe fault. For exanple, lightpath A-D (D A)
re-routed fromA-B-D (D-B-A) to ACD (DCA), Figure 7. Again,

dependi ng upon the translucency |evel, wavel ength continuity may be
required along all edge-to-edge routes. Channel sw tchovers are
perfornmed for channels in both directions, regardl ess of which one
actually failed. This is nore beneficial in case of both working and
protection fiber cuts on the working side, e.g., conduit cuts. Lightpath
faults are detected by downstream nodes (see Section 2.4), which then

ef fect switchover actions via expedited upstream signaling along the
far-side (albeit no standards are defined yet). Cearly, far-side
edge-to-edge path switching will be the nost disruptive, since (lower-
priority) traffic and fast signaling are required on the opposite side
of the ring. However, far-side switching can protect against

i nternmedi ate node failures. It should, however, be noted that signaling
latencies will dictate maximumring sizes (node count limts) for all



edge-to-edge ring sw tching schenes.
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By utilizing the SPRI NG wavel ength plan, O BPSKR/ 2 solutions al so
significantly inprove spatial resource sharing over their UPSR
counterparts, especially for "non-hubbed" traffic demands [ ARI JI §]
Furthernmore, differing levels of protection resource sharing can al so
be allowed. For exanple, obviously, idle protection wavel engths can be
used to carry lower-priority pre-enptable traffic (terned 1:1 shared).
Furt hernmore, protection wavel engths (on the far-side) thensel ves can be
shared between multiple working channels. This achieves a "1: N'
protection resource nultiplexing effect for each wavel ength (hop), and
not just the conplete protection path. This feature inproves resource
efficiency significantly, especially for all-optical rings wthout

wavel ength conversion, and will yield reduced call setup bl ocking
probabilities. Additionally, custoners transporting relatively |ow
priority (cost) traffic may be satisfied with pre-enptable |ightpath
connections, nanmely ones that can be dropped (squel ched) in the favor
of allocating resources to higher-priority connections (e.g., at

call setup request or protection switching tines). These multiple

| evel s of protection/sharing (e.g., 1:1 dedicated, 1:1 shared,

1: N shared, pre-enptable) will allow operators to define severa
differing classes (or grades) of service. Further variations to the

O BPSKR/ 2 franmework are for future study

Four-fiber optical path-switched rings (O BPSR 4) have al so been
defined and can provide nore advanced capabilities. These rings also
requi re a wavel ength nunbering plan, and it is best to choose one that
mrrors the counterpart four-fiber OV5S-SPRI NG schenme (and therefore,
conceptually parallel to four-fiber SONET ring time-slot assignments).
Specifically, due to increased fiber resources, there is no need for
intra-fiber wavel ength partitioning, and therefore, two counter-
rotating fibers (i.e., all wavel engths) can be reserved for working
and protection traffic, respectively. Differing directions of a bi-
directional connection are therefore routed on different working fibers
bet ween the sanme ring nodes. O BPSR/ 4 protection schenes are |argely
variations of 1:1 protection switching scheme, as illustrated for a
single direction in Figure 8. Furthernore, strong conceptual parallels
exist with OBLSR/ 4 |ine-switching concepts with regards to protection
routing. 1In the nost straightforward case, ubiquitous far-side path
switching can be inplenented, with both paths (of a bi-directiona
circuit) being switched over on to their corresponding protection fiber
routes on the opposite side of the ring (as per OCh-SPRI NG O BPSKR/ 2)
Far-side path switching can protect against failure of all standby
resources on the working side (i.e., conplete nmulti-fiber ring

conduit cut).

@
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Figure 8: Path protection schenmes (O BPSR/ 4), one-direction shown

Furt hermore, four-fiber ring near-side protection swtching concepts
(Section 2.2.2) can also be applied on a path-level. 1In fact, nore
vari ations are possible, nanely edge-to-edge and internedi ate near-side
path switching. The first, O BPSR/ 4 edge-to-edge near-side path

swi tching, routes both the working and protection lightpaths fromthe
wor king fiber on to the protection fiber in the sanme direction, see
Figure 8. Meanwhile, to mininize the drop-rate of possible | ow

priority connections using the protection wavel engths (and to an extent,

to al so reduce signaling overheads), internediate near-side path

swi tching can be considered. This formof protection switching only
performs partial working path re-routing, as illustrated for |ightpath
A-Din Figure 8, where the failed segnent B-Dis switched to the
associ at ed wavel ength on the protection set of the second fiber. This
largely limts protection signaling to the two adjacent ring nodes,

but cannot overcone node failures. Due to the bi-directionality

requi renent, both channel directions are switched regardl ess of if one
or both failed. For both forms of (O BPSKR/ 4) near-side swtching,

all -optical nodes will have to ensure that wavel ength continuity
considerations are net. Note that O BPSR/ 2/4 concepts can al so be
appl i ed at the wavel ength band |l evel and this can be studied further.

Dependi ng upon the optical ring node designs, protection resource
sharing can al so be achieved for four-fiber rings (and hence multi-

| evel service definitions). For exanple, sone have proposed a
straightforward fiber protection inplenentation using 2x1 fiber

swi tches before any nux/de-nux stages (Figure 1). This inplenentation
precl udes conplinentary wavel ength-1evel processing capabilities (such
as pass-through, add, drop), and hence wi |l hinder wavel ength sharing
on protection fibers (nore restrictive). Cdearly, in order to share
wavel engths on the protection spans and inprove resource utilization
(i.e., for OVB/ CCh- SPRING O BLSR/ 4), per-wavel ength processing is
required for both working and protection fiber channels. This
essentially neans that a fiber cut can also be handled by multiple
channel -1 evel re-routing actions, although inplenentation concerns can
be nore challenging. Here, "batch" control commands (to switch
mul ti pl e wavel engt hs) can be devel oped, since all wavel engths on a
failed span are re-routed al ong a common route. Furthernore, sharing
protection resources will require larger add/drop or switching fabrics
(Figure 1). dearly, "full-blown" four-fiber rings can support nmany
nmore users of any given service category, as conpared to two-fiber
ring schenes.

Ghani et. al

In general, operators may also want to provision nultiple (ring)
protection schenes off of the sane fiber infrastructure. |In this
regard, a generic limtation of fiber protectionis that it treats al
wavel engths (channels) in a fiber equally, and therefore alone it
cannot achi eve (channel -specific) service differentiation. However,
span protection can co-exist with channel protection if a priority
mechanismis used to "arbitrate" between the two recovery mechani sns.
Various such nechanisns are conceivable, either signaling or non-
signaling based (for possible further study). For two-fiber UPSR
schenes (O UPSR/ 2), span protection is not applicable for 1+1 channel
protection. However, (signaled) bi-directional OMS/ OCh-SPRI NG schenes
(i.e., those using the O BLSR/' 2 or O BLSKR/ 4 wavel engt h pl ans) can
support both mechanisns, with idle protection spans carrying | ower-
priority traffic. As an exanple, co-existence between channel (O BPSR)
and line (OBLSR) protection nechanisns can be achieved in the
protection signaling specification via an appropriate "priority"
mechani sm  Typically, span protection should be done first since it
represents "lower-level" (or nore coarse) recovery. This can be
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achi eved by inhibiting all channel failure nessage responses and only
responding to fiber/span failure nessages. Further details and
intricacies are outside the current scope and require careful future
consi derati ons.

2.3 Signaling Channel Architectures

Optical rings allow for significant latitude in signaling channe
architectures, and two overall categories are possible, nanely in-band
and out-band signaling. In-band signaling requires the use of overhead
fram ng bytes (as reserved in a SONET/SDH or OCh (digital wapper) frame
header) that are reserved on data channels. Such mechani sns are best
suited for O E based optical node designs, where edge client signals
are nmapped into synchroni zed electronic franes that already contain

the required signaling bytes. Alternatively, out-band signaling can

be used to nore clearly decouple the data and control planes. Qut-band
signaling can be done using a dedicated control wavel ength, comonly
terned as the optical supervisory channel (0SC), or even via a

physi cally separate, out-of-band network (such as an Ethernet LAN)

Not e that some have terned the OSC approach as in-band al so, since

the control wavel ength (typically 1510 nn) "physically" resides in

the fiber itself. However, as far as data-control channel interaction
is concerned, there is no interaction and hence this approach is terned
as out-band. Note that the OSC channel will require appropriate
hardware support (filters, receivers, laser transmtters, etc).
Recently efforts are beginning to energe for defining a broad range

of OSC standards, see [ FREDETTE], [ SZERENYI].

In general, an out-band OSC-based approach is nore attractive to sone
since it allows for genuine service-transparent optical ring paradigns,
al so stated in [SOULLI ERE]. Specifically, this approach utilizes the
same fiber plant, precluding linmtations with a conpletely externa

out - of -band signaling network, yet still pernmitting true client

wavel engt h (payl oad) transparency. However, out-band signaling systens
need to ensure adequate bandwi dth | evels for increasingly |large data
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wavel engths counts (in the hundreds). As a result, further

consi derations are needed for the out-band OSC channel approach (see
T1X1 generic proposal [SZERENYI]). For exanple, some have proposed
usi ng sub-rate (synchronous) TDM circuit streans to partition and

guar antee OSC bandwi dth to all data wavel engths, typically for SONET/
SDH i n-band signaling transport. Ohers have proposed (asynchronous)
packet signaling on the OSC channels. 1In either case, whenever fast
recovery guarantees are required, sone form of bandw dth scheduling, be
it TDM or packet scheduling (possibly with priority drop nechani sns),
will likely be required on the OSC channels. This introduces added,

but necessary, conplexity concerns. Additionally, signaling channe
robustness is also of concern and here, backup control channe

provi sions are al so bei ng consi dered, see [LANG, [ FREDETTE].

2.4 Fault Detection and |sol ation

The ability to quickly detect, and preferably localize, fault events
is crucial to achieving fast service recovery. So far, the above

di scussi ons have focused nore upon sw tchover actions, and assune that
fault detection (possibly localization) is already done. Now a key
differentiating aspect of optical networks, unlike SONET/ SDH net wor ks,
is that nore variations of fault detection and | ocalization mechani sns
can be utilized (as will be detailed subsequently). In order to allow
for full flexibility, it is therefore preferable that network-Ieve
optical (ring) fault recovery, notification, and detection/isolation
mechani sns be clearly separable and i ndependent of each other (nore
detail ed discussion in Section 3.2.2). A review of the various
nmonitoring solutions is now presented, see also [ CEUPPENS], [ GHANI 2],

[ MANCHESTERL1] .



Many first-generation and even current-generati on WOM systens sinply
re-use exi sting SONET/ SDH schenes to detect and isolate channel faults
i nside the core optical (ring) network. These solutions include re-
using Bl byte nmonitoring and |l oss of framing (LOF)/loss of signa

(LCsS) alarminformation. Such solutions have been comonly referred to
as opto-electronic (O-E) and/or frane-nonitoring schemes [ GHAN 2],

[ CUEPPENS], since they require that all nonitored data wavel engths be
"opaque" or "translucent". The digital wappers approach, which
represents a counterpart to SONET/SDH frani ng, al so essentially enbodies
a sinmlar OE based solution, e.g., forward/reverse defect indicator
(FDI/RDI) bytes, etc [G 709]. Since nost operators are quite famliar
wi th SONET/ SDH over head nonitoring, O E type schemes have one definite
advant age, nanely, well-defined standards. This pernits faster vendor
interoperability (albeit not considering proprietary usages of various
unused over head bytes). However, opaque nonitoring represents sone
serious limtations. First of all, per-channel el ectronic overheads
usual |y pose increased systens costs and power requirenents. Mre
importantly, such designs are |argely unscalable to very large, ultra-
dense WDM systens, and generally inhibit evolutions to truly
transparent networks [ BHANDARI]. Furthernore, O E nonitoring requires
mappi ngs for all client payload types. Now although well-defined
encapsul ations exist for IP, ATM and Frame Rel ay protocols, further
ext ensi ons may be necessary, e.g., for new gigabit Ethernet standards,
ESCON, cable video signals, etc. Note however, that O E nonitoring
may be suitable for nonitoring out-band control channels, since these
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are electrically term nated at each node.

To get around the limtations of opaque nonitoring, various vendors

have proposed optical nonitoring schenes using non-intrusive signha
tappi ng setups. These solutions are particularly gernane to nonitoring
non- SONET/ SDH payl oad types, and anal yze such paraneters as fiber/

wavel ength (optical signal) power |evels, optical signal-to-noise ratios
(OSNR), Qfactors, etc (see [GHANI 2],[ CUEPPENS]). For exanple, power
moni toring can detect fiber cuts in under 10 nms, and this is capable of
meeting the nost stringent of recovery requirenents. Power nonitoring
is also terned as loss of signal (LOS)/loss of light (LQL) fault, and
can trigger various protection actions, such as 1+1 receiver sw tchovers
or fault/al arm messagi ng. However, although optical nonitoring is of
high interest to vendors and service providers alike, the current |ack
of standards (and to an extent, advanced features) is hindering its

wi descal e adoption. Mst current all-optical solutions sinply perform
I'ine power-level nonitoring, and are therefore best-suited for O BLSR
support. Al though per-wavel ength power-|level nonitoring can also be
done, this approach is not cost-effective at all for |arge channe

counts (i.e., hundreds of wavel engths, as per DWDM). Neverthel ess,

such per-wavel ength nonitoring capabilities inside the network core

will be needed in order to support transparent O BPSR schenes, in the
absence of any O E (SONET) frane nonitoring. Although optical

nmoni toring resources (such as spectrum scanners) can be shared between
mul tiple fibers/wavel engths to control costs, the resulting fault
detection tinmes will be much longer. Further adding in transient
switching times (mlliseconds range), achieving the "50 ns" SONET/ SDH
recovery tine ceiling may prove difficult. Regardless, since optica
component technol ogi es are continually undergoing rapid i nprovenents and
mniaturization, it remains to be seen if these concerns, indeed, nmay be
nmtigated in the foreseeable future. Mreover, sone network designers
may actually want to use optical nonitoring techniques to conpl enent
capabilities in opaque networks, e.g., observe transponder performance/
behaviors to predict failure conditions.

A nore tinmely and cost-effective alternative nay be to perform "edge"
channel (OCh) fault isolation, as suggested in [BHANDARI]. Specifically,
no channel -1 evel nonitoring is performed inside the network (between



the edge points), thereby precludi ng excessive (expensive) OE
conversions or OCh-level optical nonitoring. Instead, fault isolationis
only done at the channel edge points. This can be achi eved using a
variety of techniques, inplemented in the appropriate receiver/interface
cards (either optical power monitoring or electronic frane nonitoring
after O-E conversion). All that is required is that the channel
protection sub-path be "dis-joint" (Section 3.1.2) fromthe working
paths. This approach is very attractive in all-optical networks (both
ring and nmesh), where operators request service transparency wth
"SONET-1ike" recovery times. Also, this solutionis well-suited for
"edge-to-edge" channel protection schenes, such as those detailed for

O UPSKR/ 2 or O BPSR (far-side, edge-to-edge near-side) setups. Note here
that the "edge" regions can either conprise single rings (i.e., SNC
portion) or a series of rings (or hybrid ring-neshes), fornmng a |arger
(optical) sub-donmain (also see discussions in Section 3.3.1).
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3. Dynami c Provisioning | ssues

Recent devel opnents have extended the MPLS protocol franework fromthe
packet/fl ow switching domain to the optical |ightpath sw tching donain.
Termed nul ti-protocol |anbda switching, MPL(anbda)S [ AWDUCHE], [ GHANI 1],
[ RAJAGOPALAN], this work draws anal ogi es between | abel s and wavel engt hs
and intends to re-use/extend signaling and resource di scovery protocols
for the optical domain. Optical nodes (such as cross-connects or
add-drop nultipl exers) use | P addressi ng schenes and run extended MPLS
routing and generalized signaling protocols, i.e., |anbda switch routers.
More inportantly, recent proposals for a generalized MPLS (GVPLS)

[ ASHWOODL1] framework are furthering this trend, extending basic MPLS
concepts to provision nore generalized | abel switched path (G LSP)
entities, e.g., TDMcircuits via SONET ADM s, |ightpaths via wavel ength
cross-connects, etc. In parallel, there has been a | ot of focus on
defining LSP recovery schenes for MPLS networks, albeit, nostly at the
packet flow | evel [DOVOLSKY],[OAENS1],[KINI2]. Possibly, these schenes
can al so be investigated for their potential applicability to "optica
LSP* (i.e., lightpath) protection. However, in general, due to the

I P-centric origins of the MPLS franework, the above work is generally
tailored for nmesh (optical) networks, even though its generic nature
does not preclude specialized, topol ogy-specific applications or

ext ensi ons.

Gven all the variations of optical rings (Section 2), it is very

advant ageous to devel op a conprehensive provisioning franmework and align
it with the larger MPL(anbda) S/ GWLS architecture. |In particular, two
signaling nmechani sns are required for optical rings:

- First, signaling is required for dynanic ring configuration and
I i ghtpath provisioning operations, such as setup/takedown. These
mechani sms nust specify both the working and protection entities of the
| ightpaths and incorporate all of the intricacies of (ring) protection
swi tching nmechani sns. Ring resource managenent will also be a critica
part of the provisioning stage.

- Second, a signaling nechanismis required to performthe automatic
protection switching (APS) actions, as determi ned by related ring
protection schenes, Section 2

An initial look at these two crucial topics is now presented and is
intended to serve as basis for further, nore defining work.

3.1 Channel Setup Requirenents

>From an operator’s point of view, ring networks will likely interface to
(or even nigrate into) nesh networks in the near future (e.g., netro
rings to regional/long-haul mesh). Gven the likely adoption of
MPL(anbda) S/ GWPLS type protocols for optical mesh provisioning, it is



prudent to choose |ikew se for ring networks, thereby enabling an even
closer interworking. For optical ring channel setup/takedown, the
overal | provisioning capabilities devel oped under the ubiquitous
MPL(anbda) S/ GWPLS franeworks are quite applicable. Nanely extensions to
MPLS signaling protocols are already being proposed to handle the
specifics of optical lightpath routing [ ASHADOD2- 3], [ KOWELLAL-3],[ YU].
However, provisioning ring |ightpaths (working, protection) will require
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added consi derations, and sonme of these are now consi dered nore closely.

3.1.1 Signaling Extensions

At the core of ring channel provisioning is the concept of a service
definition, as conmonly extended through vari ous neans, e.g., either
froma el ement/ network managenent system (EMS/NMS) or via an "optica
user network interface” (OUNI). Since the latter approach has been
the focus of many standardi zation efforts, discussions herein wll
give it closer consideration. Recently, many "O- UNI" definitions have
been tabl ed for optical networks, proposing various new "signal ed"

i nterfaces [ARVI ND], [ ABOULMAGD] , [ MCADAMS] , [ XUE] al ong wi th expanded
features in the MPLS LSP setup messaging [ YU, [ KOWELLA3]. |In short,
service definitions supply the signaled information "attributes" for
subsequent channel setups. Channel setup, in turn, inplies the nore
general category of routing and wavel ength assi gnment (RWA) and policy
control (Section 3.1.3). Setup information usually includes many
details, such as the channel framng type (e.g., SONET/SDH, digita
wrappers, |EEE Ethernet, etc), bit-rate (2.5 Gbo/s OC 48/ STM 16, 10 Gb/s
OC-192/STM 64, 1.0 Gb/s 10 Gb/s Ethernet, etc), protection type (shared,
dedi cat ed, enhanced, unprotected), and priority (non-pre-enptable,
pre-enptable), etc, see [ ABOULMAGD], [ ASHAMOOD1]. Provisions have al so
been suggested for indicating lightpath diversity levels (e.g., node,
link, etc), see [XUE],[ABOULMAGD]. By and large, these generic
attributes also apply to ring networks, although their detail ed usages
and applications require further considerations.

The above-nentioned service definition "attributes” need to be "mapped”
into appropriate signaling nmessages in order to setup the lightpath
channels (e.g., as per RSVP-TE, CR-LDP signaling [ ASHANOOD2- 3],

[ KOWPELLA3]). Here, a key step in this mapping will be to first
translate the desired (requested) user lighpath attributes into
appropriate ring channel request types, i.e., as per the various types
of optical rings (Section 2). Specifically, users may request various
channel priority or protection types (anongst other attributes), and
these nust be translated to the appropriate channel types given the
underlying ring specifics. For exanple, a user request for a non-pre-
enpt abl e, non-shared protected channel in a O UPSR/ 2 (two-fiber) setup
may be translated into a sinple 1+1 working/ protection channel request.
Al ternatively, the sane request in a OBPSR/' 4 (four-fiber) setup may be
resolved as a 1:1 working/protection channel request. Such mappi ngs
are required before any ligthpath routing can be perforned (Section
3.1.3). Overall, the mapping of (signaled) channel attributes from
user requests to the exact ring lightpath types is very inplenentation-
specific and hence shoul d not be the subject of standardization (i.e.
vendor -val ue add feature).

Once the user request is properly nmapped (on to the ring) and its
lightpath route conputed (Section 3.1.3), various MPLS LSP signaling
capabilities can be exploited for the actual setup [ ASHWOOD2- 3] .
Clearly, one such feature is explicit route (ER) signaling, which can
explicitly indicate the required path and reserve resources.
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Specifically, ER inserts the conplete route specification in appropriate

route specification objects (i.e., explicit route fields in RSVP-TE PATH

or CR-LDP LABEL_REQUEST nessages). Additionally, bi-directional channe



setup provisions have al so been consi dered [ ASHWOOD2- 3], [ GUOL], hel ping
ensure that both uni-directional |ightpaths of a bi-directional LSP/ G LSP
traverse the sane set of nodes. |n conjunction with shared risk |ink
group (SRLG "disjointness" information (Section 3.1.2), this signaling
feature is directly applicable to OBLSR/ 2/4 and O BPSR/ 2/ 4 setups (i.e.,
where bi-directional channels nmust traverse the sane set of ring nodes).
Sanpl e proposals for lightpath setup signaling using appropriately
defined TLV objects are presented in [ KOWELLA3],[YU and the additiona
rel ated references therein. Any extensions to the setup signaling
message (object) types for ring channel provisioning need further study.

3.1.2 Resource and State Di sseni nation

In addition to the above setup information requirenents, provisioning
algorithnms (Section 3.1.3) need to know the existing static topol ogica
details and avail abl e dynam c resource levels (as detailed in [CH U],
[BERNSTEIN]) in order to conpute ring routes. Consider the first

requi renent. Exanples of basic static topological information are the
nunber of fibers, ring nodes, and their connectivity. For fiber

el ements, information is required to indicate the link type
(transparent, service-aware), the nunber and |ocation of supported
wavel ength channels (e.g., ITUT grid spacing, offsets, guard bands),
rel ated anal og netrics (loss, dispersion figures), etc. Meanwhile,

for ring node elements, nmany (static) details are pertinent. Exanples
i nclude the ring configuration type (O UPSR, O BLSR, O BPSR, or

mul tiple), nunber of fiber ports (e.g., incom ng, outgoing, add, drops),
fiber port protection type (1+1 protected or unprotected), type of
ports supported (e.g., transparent, opaque), perfornmance nonitoring
capabilities (e.g., optical, electrical, per-channel, per-span), signa
regeneration (e.g., 1R 2R 3R), wavel ength conversion capabilities
(e.g., none, partial/selected, full), protection switching capabilities
(e.g., per-channel, per-fiber, per-conduit), etc. Since ring schenes
are intricately associated with the directionality and protection
associ ation (working, protection) of fibers or wavel ength groups
inside fibers, this informati on nust al so be incorporated.

In traditional data networks, interior gateway protocols (1GP) are used
to dissemnate static topology and dynami c resource information

Recent additions for supporting opaque |ink state attribute (LSA)
definitions (RFC 2370) will help further facilitate extensions to
"non-data" routing applications. Mre recently, many proposal s have
tabl ed extensions thereof for optical networks, and in fact, many of

t he above-di scussed requirenents (for static topol ogy and dynanic
resource information) have al ready been proposed within the context of
mesh-routing MPL(anbda) S/ GWLS net wor ks [ KOWPELLAL-3]. For exanmple, |GP
provi sions have been considered to indicate wavel ength conversion
capabilities and dynamic |ink-level resource (wavel ength) utilizations/
I evel s. Such active resource updates are vital for dynamic ring

RWA al gorithms. Delineations between different |ink-1evel resource

cl asses have al so been proposed (i.e., active, free, reserved, pre-
enpt abl e wavel ength sets), see [KINI1-2]. The actual control/

speci fication of wavel ength plans can be done either statically (via
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the NMB) or dynamically (e.g., based upon changi ng network topol ogies).

As an application here, such resource class delineations can be

| everaged to control intra-fiber wavel ength plans (e.g., per O BLSK 2,

O BPSK/ 2 schenes).

In addition, recently the concept of a shared risk link group (SRLG
definition has al so been proposed to help identify risk associations
bet ween various entities, see [ RAJAGOPALAN], [ PAPADI M TRI QU1]. By using
this information, adequate resource "disjointness" can be introduced
into the constraint-based path conputation (routing, Section 3.1.3)
phase, thereby reducing sinultaneous lightpath failures (e.g., between
wor ki ng and protection paths). Recently, a detailed, conprehensive



treatment of the SRLG concept has been presented in [ PAPADIM TRl QU1],
in order to fornalize the Iink between risk groups and route conputation
Here, two different hierarchical resource inference/diversity nodels
are defined, nanmely physical (e.g., wavelength, fiber, conduit, etc)
and | ogi cal (or geographical, i.e., node, zone, region). An encoding
schene is al so presented for encodi ng/ sunmarizing SRLG identifiers
(e.g., between |ogical boundaries) along with possible mechani sns for
risk assignnent. Collectively, SRLGinformation and the associ ated
lightpath risk derivation nmechanisns are crucial for service
provisioning in optical networks, given the high levels of traffic
mul ti pl exi ng and al so resource co-location (e.g., wavelengths in
fibers, fibers in conduits, etc), see also Section 3.1.3.

Overall, many of the above-described informational (I1GP) extensions are
al so very applicable to optical ring networks. As these concepts mature,
along with their usage definitions, their application herein will indeed
be highly practical. Additional specifications or applications of such
augrmented LSA's are for future study.

3.1.3 Constraint-Based Routing/Path Conputation

During the channel (i.e., LSP/ G LSP) setup phase, lightpath route
computation is performed by utilizing the avail abl e network

information (e.g., topology, ring-type, resource |levels, risk groups,
etc). Specifically constrained routing/path conputation is required,
and this can be deened as a subset of the nore generic constraint-based
routing paradigm|[GHANI 1]. Here, the constraints are now nore specific
to optical paraneters (e.g., topologies, wavel engths, converters,
anplifiers, etc) and policies (e.g., as per SLA requirenments). As an
asi de, generic policy control (managenent issue) can al so be inpl emented
(in addition to the conpute-centric RWA processes) in order to enforce
user SLA guidelines. A sanple application using the well-defined,
generi c conmon open policy service protocol (COPS RFC 2748) is presented
in [ GHANI 3] .

To date, much detailed research has been done on the subject of
constraint-based lightpath routing, technically ternmed as the routing
and wavel engt h assi gnment (RWA) [ ZANG and/or virtual topol ogy design

[ DUTTA] problem In performing |ightpath channel routing, typically,
there are two sub-probl ems which have to be resolved, nanely |ightpath
route computation and subsequent wavel ength sel ection [DUTTA]. Overall
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many types of RWA al gorithns have been proposed in the literature,
rangi ng fromconpl ex optim zation-type fornul ati ons, to constrained
shortest-path nethods, to various sinplified heuristics. Usually, RWA
algorithms aimto optimze specific objectives, subject to various broad
constraints such as hop counts, wavel ength re-use (in given network
segnments), propagation delays, protection/priority |levels, residua
resources, revenues, risk probabilities, etc. The objectives could either
be resource oriented, nanely high resource efficiency, or perfornmance
oriented, such as |ow bl ocking probability, etc. Mreover, many ring-
specific lightpath routing algorithns have al so been researched, see

[ MARCENAC] and related references. Cearly, any ring |lightpath RM
algorithms will be very tightly coupled with the actual ring types (uni-
directional, bi-directional), wavel ength plans, wavel ength conversion
capabilities, and various other specific considerations. For exanple,
in OUPSR/ 2 rings for a 1+1 protected channel request, two "disjoint"
pat hs must be found between the source and destination nodes, along with
necessary permanent bridging/receiving resources at the endpoints.
Alternatively, in OBLSR/4 rings for a 1:1 shared | ong-side protected
channel request, the RWA schenmes will only need to search the | ong-side
of the ring for protection channel routes, and this can include any
assigned protection wavel engths. Note that the actual conputation phase
can be inplenented in a variety of ways, such as distributed shortest-
pat h/ heuristic conputations (e.g., specific renditions of Dijkstra



algorithnms) or via centralized route/policy control servers

Note that for (ring) protection schenes, further RWA considerations are
required. Specifically, at setup tinme "joint" RW algorithns are
necessary for resolving the routes and associ ated wavel engths for both
the working and protection (sub)paths, see [DOSHI ] for sanple proposal
These conputations can (should) further utilize SRLG based information to
ensure adequate resource/risk diversity between working and protection
channel s, see [ PAPDIM TRI QU1l] Appendi x. For exanple, (ring) protection
paths require shared-resource (i.e., risk) separation from working
entities, i.e., "disjoint". In this context, an entity can be a ful
edge-to-edge lightpath (as per O BPSR/ 2/4 near/far-side and O UPSK/ 2),
a portion of a lightpath (i.e., sub-path as per O-BPSR/ 4 intermnedi ate
near-side), or a conplete fiber span (as per OBLSR/ 2/4). MNbreover,
SRLG definitions can be used to effect inter-fiber delineation between
wor ki ng and protection fibers (for the case of OUPSR/ 2 and O BLSR/ 4
rings), i.e., working and protection SRLG identifiers. Generic

di scussion of routing diversity (dis-jointness) is also presented in

[ DOVOLSKY] , [ ONENS2] , [ XUE] .

Overall, it is highly likely that the lightpath routing algorithns
thensel ves will not be the subject of standardization. Conversely, this
is certainly an area of vendor-value add, and nmany suppliers will prefer
i mpl ementing their own proprietary algorithms/policy control as best
suited to their individual custoner needs. Therefore, what needs to be
standardi zed is nore the actual informational framework required to
perform proper |ightpath RM conputati on.

3.2 Protection Signaling
It is safe to assune that operators will demand SONET/ SDH-type recovery
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timescal es for protected optical ring services (i.e., 50 ns ceiling), and
meeting this stringent requirement is perhaps the forenost concern when
trying to apply the MPL(anmbda) S/ GWPLS framework to optical ring contro
[GHANI 2]. Now for nost optical ring types (excluding 1+1 uni-directiona
O UPSKR/ 2 designs), mllisecond recovery requires fast "APS-Iike"
signaling capabilities, akin to the SONET/ SDH K1/ K2- byt e APS pr ot ocol
General | y speaking, all such schemes can be subsumed under a nore
enconpassi ng nodel, nanely that of two (or nore) switching end-point
nodes and internediate, physically disjoint protection resource(s).

(Thi s excl udes | oop-back swi tching techni ques, which are |argely deened
unfavorabl e for optical networks, Section 2.2.2). For exanple, for
channel protection, the end-point nodes are either the source and
destination nodes (O BPSR/ 2, edge-to-edge near-side and far-side

O BPSKR/ 4), or the appropriate internediate nodes (internediate near-side
O BPSR/4). Likew se, for span protection, the end-point nodes are sinply
the adjacent optical ring nodes. By devel oping appropriate sw tchover
signaling capabilities to inplenment this generic nodel, conceivably nost
rel evant ring protection schenes can be covered.

For the special case of optical ring networks, two possible options
exi st for inplementing such fast protection switching. One is to
devel op enhancenments to the existing RSVP-TE/ CR-LDP LSP protection
(survivability) signaling proposals and tailor themfor "optica
lightpath LSP" protection, terned herein as the direct interworking
approach (originally proposed in [GHANI2]). The other would be to
devel op an altoget her new, dedicated protection-sw tching protocol
nanely an optical APS (O APS) protocol, to conplenent the overal
MPL(anbda) S/ GWPLS framework. This new protocol would only perform
protection swi tchover signaling for fault events but not any setup
provisioning (relegated to existing setup signaling nechanisns,

as detailed previously in Section 3.1). These two cases are presented
in a broader context in Figure 9, which shows an exanple of nulti-Ieve
recovery protocols. On the packet routing | evel, service recovery



actions can be performed by existing | GP path re-conputation/re-routing

schenes (|l onger convergence tines). On the virtual circuit (i.e., packet

LSP) | evel, energing enhancenents to RSVP-TE/ CR-LDP signaling can effect

i mproved recovery tinescal es (sub-second or lower). Finally, on the
lightpath circuit level, recovery actions can be inplenmented either via
further RSVP-TE/ CR-LDP enhancements or an (above-nentioned) O APS
protocol, Figure 9. Further details are now di scussed.

S +
[ I GP re-routing | Packet routing |eve
e +

| RSVP- TE/ CR- LDP | "Virtual circuit" (packet LSP) |eve
o e e e e e e e e oo +

| RSVP-TE/ CR-LDP or O-APS | Lightpath circuit |eve
S +

Figure 9: Service recovery protocols (packet, flow, circuit |evels)
3.2.1 Direct Interworking

It is instructive to first briefly review MPLS LSP protection concepts.
Clearly, sinple non-signaled protection is possible by establishing
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multiple (LSP) paths between source and destination LSR nodes and
streanmi ng data across these paths, essentially like 1+1 ("nake-before-
break") protection. However, nore advanced protection signaling
proposal s are also beginning to energe within the extended RSVP-TE and
CR-LDP protocols framewor k [ BHANDARI ], [ HUANG , [ KI NI 1- 2] , [ ONENS1- 3] .
The basic idea with MPLS LSP protection is to provision back LSP
(sub)-paths, and in case of fault discovery, performa signaled

swi tchover. Generic protection switch LSR (PSL) and protection nerge
LSR (PM.) nodes are defined and these entities define the edges of the
protected LSP segnents. Specifically, a desired LSP segnent, terned
working (or active) path [OAENS1], is setup for protection by having
the PM./PSL nodes source and sink two distinct (sub)-paths, working and
protection, as shown in Figure 10. As a generalization, PSL/PM. node
pairs can protect nultiple LSP segnents, terned protected MPLS traffic
group (PMIG [OWENS1], reducing signaling overheads for inproved
scalability. Downstream nodes detecting a fault event propagate a
failure indication signal (FIS) in the upstreamdirection, containing
a list of protected LSP's on the failed PMIG entity. Various tiner
mechani sms are used to control the inter-FI'S packet timng, duration of
FI'S transm ssions, and hold-off tinme for initial FIS indication, see

[ ONENS1] for discussions on tiner settings. Upon receiving the FIS
message, the PM. node perforns a switchover fromthe working to
protection sub-paths for all affected LSP's specified in the PMIG
Additionally, a failure recovery signal (FRS) is also propagated after
the fault has been repaired (along the sanme route as the FI'S nessage).
Simlar tinmer nmechanisnms as with the FIS nessage al so exist for the FRS
message, and neither nmessage type requires reliable transport, e.g., no
TCP connection. Note that both the FIS and FRS nessage types are
"protection-rel ated" additions to the MPLS signaling franmework (CR-LDP
RSVP). Oning to the generic nature of this specification, the PM and
PSL nodes need not be the "end-point" source and destinati on nodes,
respectively, and hence technically speaking, judicious placenent
thereof allows this framework to incorporate path, sub-path, and hop
protection schenes. Although this overall framewrk seens nost
applicable to 1:1 or 1: N protection schenes (downstream nodes signa
fault sw tchover requests to upstream nodes), a 1+1 protection type

is also mentioned in [OAENS3]. Finally, proposals for sharing
protection resources between nmultiple protection paths (and | ower-
priority traffic) are also beginning to energe [ BHANDARI ], [ GHANI 1],
[KINI2].
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Fi gure 10: MPLS LSP protection concept (PSL/PM. LSR nodes)

A paranount concern for network operators is fast recovery tines. The
MPLS LSP protection proposals are increasingly aware of this need,
especially in conparison with the relatively longer tinescales of IP
re-routing schenes. Along these lines, the MPLS LSP protection
framework includes the concept of a reverse notification tree (RNT)

[ ONENS1-2] entity that traverses fromthe PSL to the PML node. This
provi des an "express" signaling path for protection and recovery
messages, significantly nore efficient that "floodi ng-type" recovery
schenes. The RNT is basically an "inverse" |abel-1ookup (cross-connect)
table that is constructed at the tinme of working/protection LSP setup
and allows for resolving the inconming |inks on which to forward the
backwar ds- propagati ng FI' S nessage. As such, this construct inplenents
"near-side" protection signaling. By using the RNT, hop-by-hop routing
of FI'S messages can be avoi ded, hel ping to expedite swi tchover tines.
In the latest specification, hop-by-hop routing (layer 3), packet LSP
(MPLS), or SONET K1/ K2 bytes (layer 2) nechanisns can be used to

i mpl ement the RNT (see [OAENS1]). Also note that the RNT concept
extends to nmulticast LSP's and is inplenmented for both working and
protected paths. The latter allows it to be used to indicate failures
on the protection path (requiring subsequent manual operator

i ntervention, however). The actual setup of protection segnent is

i mpl emrented via extensions to the ER field of CR-LDP and RSVP-TE setup
messages, e.g., LABEL REQ PATH [HUANG ,[ OAENS3]. Specifically,
attributes are added for identifying the PSL/PM. pair, protection

type (1:1, 1+1) RNT inplenentation, timer values, etc. Note that
there have al so been rel ated proposals for augnmenting | GP protocols to
support LSP protection (e.g., delineate active/back bandw dt hs), see
[KINI'1]. These can be extended to the optical case to specify active/
backup wavel ength sets, etc.

Now consi der the application of the above MPLS "packet LSP" protection
framework within the context of protection switching in optical (ring)
networks. For the case of channel (OCh) protection, the optical (O ADM
OXC) LSR devices can now serve as PML and PSL nodes and "disjoint”
protection |lightpaths (or hops) can be specified between the tw nodes,
as per [GHANI2]. The PMIG entity at this level is the |ightpath channel
For exanple, for edge-to-edge channel protection (e.g., O BPSK 2,

O BPSR/ 4), the PSL/PM. nodes can be the (sub)connection end-points
thenmsel ves. Alternatively, for intermedi ate near-side channel protection
(O-BLSKR/ 4 case only), the PSL/PM. pair can be the appropriate
intermedi ate ring nodes. G ven the appropriate information (via
requirenents specified in Section 3.1.2), RWA algorithns can
appropriately setup the ring working/protection routes and swi tching

poi nts by using the ER signaling function. Note, further, that the PMIG
concept can be used to group "l anbdas" and define appropriate class of
service (CoS) for the optical domain (i.e., fromthe service protection
per spective).
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The case of line protection, as proposed in OBLSKR/ 2/4 schenes, is
somewhat different, since spans are nore static (physical) entities and
not dynamically created ones, as are lightpaths. However, using the
protection group concept, all wavel engths on a given fiber span can be
grouped into a conmon "span" PMIG and the diverse PMIG "span" route
established. This route can either be a single span (OBLSR/ 4) or a
series of spans (O-BLSR/'2 with | oop-back), with the two adjacent nodes
serving as the PM./PSL pair. Note that dependi ng upon the span-

swi tching inplementation, wavel ength sw tching may not be required.
More clearly, OBLSR 4 schemes using sinple 2x1 switches for fiber
protection do not permt wavel ength re-use on protection fibers. In
this case, a FIS nessage (pertaining to a fiber cut) will sinply
trigger a 2x1 span switch. However, sinpler O BLSR/ 2 schenes and

nmore el aborate O-BLSR/ 4 schenes (e.g., wthout 2x1 span swi tches)

can carry lower-priority traffic on protection wavelengths. In

these cases, all individual channels of a PMIG have to be sw tched.

Al t hough the above high-1evel interworking seens anenable, there are
some concerns regarding recovery tinmng, particularly with regards to
RNT setups and fault signaling. Consider the RNT issue first. During
MPLS LSP setup, LSR nodes nust keep track of the upstream node

incomng link and interface, and list of LSP(s) (unicast case) in order
to construct the RNT. The procedure assunes bi-directional |inks

bet ween internmedi ate LSR nodes, since FIS nessages are subsequently
transmtted on the "reverse-table" incoming link interface. This

i mplies an "inband" signaling setup. However, in optical rings (even
meshes), especially transparent rings (nmeshes), there is likely a nmuch
hi gher degree of orthogonality between control and data flows. For
exanple, if control signaling is done on out-band OSC channels and

not "enbedded" in data wavel engths, even though RNT setups can extract
t he above-detailed state at channel setup tine, the actual FI'S (and
FRS) messages are not sent on the "reverse-|ookup" inconming interface
links. Additionally, the current MPLS RNT setup perforns near-side
protection signaling, since fault messaging traverses the same set of
nodes but in the opposite direction. For |ong-side protection
signaling (as required per sonme O BLSR/ O BPSR desi gns, Section 2.2)
however, protection signaling is required on the RNT of the protection
path. This is slightly different fromthe existing possibility of MPLS
protection-path RNT signaling [ONENS1], since it inplies failure of the
wor ki ng and not protection side. Al of these intricacies will require
further setup signaling considerations.

Now consi der the MPLS fault signaling nmessage types, nanely FI'S and
FRS and their usage for optical channel protection. Initially, the
various fault detection (isolation) schenmes, Section 2.4, are expected
to trigger FIS nmessage transmissions within a few mlliseconds of an
occurring fault (note that associated FIS hold-of f tinmers nust set
appropriately). Once the FIS nessages are generated, the remaining
recovery latency is largely controlled by MPLS-|ayer signaling
protocol s and ensuing optical switchover tines. The latter issue
depends upon the actual switching technol ogy used in the ring node’s
protection stage, Figure 1, and realistically, mllisecond tinmefranes
can be expected via solutions such as MEMS or (O E based) EXC designs.
Meanwhi l e, this stresses the need for expedient FI'S processing in order
to match stringent benchmarks set by SONET/ SDH APS. Here, the RNT
architecture is of particular inmportance (as detailed above). It is
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expected that high-priority MPLS packet LSP's (routed on the OSC) will

be required to expedite fault nessage transm ssions along the reverse

path. Specifically, inprovenents can be achieved using a variety

of solutions. One is to use priority queuing for (reverse) FIS

messages, and dedicate a fixed m ni num amount of bandwi dth via some



schedul er mechani snms. A further extension would be to perform

FI S nessage processing (e.g., RNT |abel | ookups and fast sw tchover)
vi a dedi cated hardware, such as FPGA devices. Cdearly, both of
these schenes entail added system conplexity, and denonstrable
evidence is required to determine if SONET/ SDH recovery tines can be
effectively matched. O herw se, the advantage of fast protection
swi tching yielded by ring networks cannot be realized.

Anot her inportant issue arises with regards to "operational nodes."
Specifically, the enmerging MPLS protection signaling framework stil

| acks some of the vital, "externally-initiated" [GR1230] features which
SONET operators are well-accustoned to. Nanely, the SONET K1/ K2 byte
protocol enables nultiple operating "nodes" via a well-defined nmessage
priority structure. For exanple, nessages are defined (in decreasing
order of priority) for |ockout, forced switching, fault events (signa
fail, signal degrade), and manual sw tching, see [GR1230]. Such
procedures are vital to operations-related tasks and are used during
vari ous phases (i.e., maintenance, diagnostics, and upgrades).
Controlling the "operating node" is instrumental in avoiding excessive
service disruptions to live custoner traffic. Undoubtedly, simlar
functions nust eventually be provided by MPL(anbda) S/ GWLS- based optica
signaling protocols, in both ring and nesh networks, if optical channe
services are to be deployed in carrier-class networks. This area has
not received much attention to date and significant further work will
be required. Provisioning such operating nodes will require additiona
message types to be added to RSVP-TE and CR-LDP nessaging, e.g., a
forced or manual switching nessage type, etc. |In sumary, there are
clearly a nunber of issues that need to be resol ved before MPLS LSP
protection schenes can be confidently applied to optical ring networks.

3.2.2 O APS Protoco

As an alternative to generalizing MPLS LSP protection capabilities, a
speci al i zed, fast optical APS (O APS) protocol is possible for optica
rings. This entity can be considered as an orthogonal addition to the
MPL(anbda) S/ GWPLS protocols suite to achieve fast protection signaling,
see Figure 9. For sone, there are various conpelling reasons to devel op
such an alternative. First of all, given the relatively stringent
recovery requirenents, nany nay argue that nodifying or specializing
MPLS signaling protocols (e.g., added failure-recovery nessages
prioritized processing/inpl enentations) may becone too conplicated

and | engthy a process. Instead, a |lightweight O APS protocol can be
designed, and this would be functionally equivalent to an "optical”
versi on of the ubiquitous SONET K1/ K2 byte protocol. Neverthel ess,

unli ke the SONET K1/ K2 byte APS protocol [GR1230] the O APS protoco
shoul d be defined as "fast" packet-based protocol, in order to keep it
in-line with the packet-oriented control philosophy of MPLS networks.
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How t he O APS protocol’s packet nmessages are actually transported on

control channels, however, can be |left open to vendor inplenentation

but |ikely, bandw dth guarantees will be necessary in order to neet

recovery timng requirenents (sinmilar to discussions for FI'S nmessage

transport, Section 3.2.1). For exanple, some vendors may choose to

explicitly map the nessage bytes into appropriate inband overhead

bytes (e.g., SONET/SDH or digital wappers bytes). Note that this

case is sonewhat different fromthat of standardi zing explicit

signaling bytes, i.e., "non-packetized" O APS protocol. However
since protection timng is such a critical issue, some guidelines
will likely be required to ensure satisfactory perfornmance across

| arger networks (consisting of multi-vendor equipnent). Such
gui delines are for further study and can include guard-band tinmes for
nmessage processing, etc.

Sone of the key conponents of an O APS protocol are briefly highlighted
here, although a nore detailed specification is clearly beyond the



scope of this discussion and intended for further study. Anobng other
things, nessage fields nust identify the swi tching nodes, |ightpath
channel s/ spans, fault type (channel, span, node), and requested
protection actions (channel or span sw tching, near-side, far-side),
etc. Additional paranmeters nust al so be specified for alarm nmessaging,
such as durations, spacings, even priorities (e.g., span, channel).

A complete state machine definition and related rules are al so required,
and exanpl es include triggering recovery actions, starting/stopping

al arm nessagi ng, alarm squel ching for nultiple types of alarnms (e.qg.
channel versus span, etc). Another issue is inter-node keepalive
messagi ng. Such "hell 0" nessage fornmats are comon in | GP protocols
and are directly enbedded into the SONET APS protocol, i.e., non-alarm
K1/ K2 byte fields serve as constant "hell o" updates. O APS peer nodes
nmust al so have this capability, and one alternative is to add explicit
hell o nmessaging for non-failure time periods. Note that the LMP
protocol also has sone provisions for "liveness" nessage updates, but
this protocol is currently nore geared towards mesh network support,
i.e., OXC-to-OXC or router-to-OXC connectivity maintenance with likely
| onger inter-message periods, see [LANG, [ FREDETTE]. (Nevertheless,
new WDM r el at ed provi sions are being considered for LMP, and their
applicability within the O APS context is discussed later). Hence a
fast, dedicated |liveness/hello nmechanism (and fast detection nmechanisn
is desirable for optical rings. Finally, since the O APS protocol wll
be "new' protocol, it presents a good opportunity to properly define
crucial "operator-initiated" functionalities, Section 3.2.1. For
exanpl e, explicit nessage types (or fields, as appropriate) and
appropriate priorities can be assigned for features such as resource

| ockout, forced and/or nmanual protection switching, etc. |In fact, this
option is one clear advantage of defining an altogether new protection
O APS swi tching protocol. However, significant further work is required
to specify a truly generalized O APS franework to inplenment the
previousl y-defined transparent optical ring architectures, Section 2.
Overall, an O APS function will be an orthogonal, conplinentary addition
to the MPL(anbda) S/ GWLS suite.

Note that from a broader perspective, a dedicated O APS protocol can
al so be deployed in a "standal one” nmanner, an added benefit. This is
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i mportant for many vendors who need to provide optical ring solutions,
but at the same tinme, want to gradually transition into a full-blown
"MPLS- based" control frameworks. |In such cases, the orthogonal nature
of the O APS protocol will allow vendors to either couple its
protection switching features with their own (proprietary) NVS-based
provi sioning solutions, or with their MPL(anbda)S/ GWLS- based contro
framework. |In the former case, an NMS controller(s) will explicitly
setup and takedown ring channel lightpaths and "fill in" the required
information for the O APS protocols to operate from e.g., such as
ring maps, etc. However, future mgrations towards truly open
distributed provisioning paradigns (i.e., in lieu of proprietary

NVS- based provi sioning setups) will clearly necessitate added

i nt erwor ki ngs between the O APS protocol and the other (orthogonal)
MPL( anbda) S/ GWPLS conponents. I n particular, proper interfaces have
to be identified (and devel oped) to enable any information exchange.

Al t hough the details of such interworkings are for further study,

some prelimnary possibilities can be highlighted here.

At channel setup tine, the O APS protocol nmay require various pieces of
information fromthe related setup signaling entities (CR LDP or RSVP-TE,
Section 3.1) in order to performits functions, i.e., since the O APS
protocol itself does not inplenent any channel provisioning
functionalities. As a particular exanple, "connection ring map"

i nformati on nust be supplied after the appropriate signaling procedures
have setup the associated |ightpath channels, identifying the source and
destination endpoints of the lighpath connection. Additional information
will likely be required fromthe |lighpath routing engi ne which conmputes



details of the working/protection routes, e.g., protection types (e.g.
channel , span), switching endpoints (source/destination or internediate
node pairs), etc. For exanple, the source/destination ring nodes are
the switching end-points for edge-to-edge |ong/near-side channe
protection (as per O UPSR and O BPSR desi gns), whereas the selected

i nternmedi ate nodes are the end-points for near-side internediate
channel switching (as per some O BPSR/ 4 designs). Alternatively, for
span protection, the end-points are the two nodes adjacent to the
failure. Another requirenent for information exchange (with the O APS
protocol) can also arise during fault event occurrences. Specifically,
it was stated earlier that optical rings provide the added benefit of
decoupling fault detection nechanisns fromthe subsequent recovery
procedures, Section 2.4. Now in order to develop a nore structured,
formal nmapping between the actual fault detection, notification, and
recovery nechanisns, interworking with the emerging LMP protocol [LANG
can be considered. Specifically, LM provides generic fault correl ation/
notification functionalities which are independent of the actual fault
detection schenes, a very germane feature. Moreover, recent proposals
for new WDMtransport related considerations within the LMP franmework

[ FREDETTE] will undoubtedly help inprove its scalability and fault
notification timngs in optical (ring) networks. As this work matures,
mappi ng LMP notifications to O APS recovery mechanisnms (e.g., via
defining switching triggers) can inprove overall architectura

nmodul arities/orthogonalities and this requires further investigation

3.2.3 Multi-Layer Escalation Strategies
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Assumi ng that fast optical (ring) lightpath protection schenmes wll
energe, inter-layer protection "collisions" will be of concern. Since

mul tiple protocols can provide recovery mechani sms operating across
mul ti pl e donmi ns, the sinultaneous interference of such functionalities
(e.g., optical lightpath protection, SONET/SDH APS, MPLS LSP protection
switching, IP flowre-routing) can |lead to serious shortcomi ngs, such as
reduced resource utilization and data routing instabilities [DEMEESTER],
[ MANCHESTER?2] . For exanple, optical lightpath recovery times can overl ap
with (client) SONET/SDH circuit or MPLS LSP protection tinmescales
Clearly, a nechanismis required to coordinate recovery actions between
the various |layers (packet, circuit, wavelength, fiber). This issue is
commonly ternmed as escal ation strategy design and has been treated in
the broader research literature [ GHAN 1], [ DEMEESTER], [ MANCHESTER?] .
Specifically, two types of escalation strategi es have been proposed,
nanely bottom up and t op-down approaches, see [ DEMEESTER] for ful
details. The forner schene assunes that "lower-|level" recovery schenes
(e.g., optical ring protection) are nore efficient and expedi ent, and
therefore inhibits higher-layer protection switching (such as IP re-
routing, MPLS/ ATM LSP protection switching, or SONET/ SDH APS)

Al ternatively, the top-down approach attenpts service recovery at the

hi gher |ayers first before invoking "lower |ayer” (e.g., optical)
recovery. The reasoning here is that higher-layer protection can be
nore service selective, and therefore efficient. Cdearly, these are
bot h advanced mechani sms and require conpl ex signaling and hol d- of f

ti mer mechani sms [GHANI 2] to coordinate the different |ayer recovery
procedures. Overall, the SLA's between the network operators and their
clients will determ ne the necessary tinmescales for protection recovery
(e.g., 50 ns, 200 ns, 5 minutes, etc) and will also inpact escal ation
strategy design. Note that a broader delineation of escalation
strategies is also presented in [ MANCHESTER2], i.e., serial and parallel
appr oaches.

As far as the proposed optical (ring) protection framework i s concerned,
escal ation strategi es can be inplenented using either MPLS GWLS or

non- MPLS (non- GWPLS) type control -planes. Carefully note that this
pertains to how protection capabilities are initiated and not the
subsequent switching signaling actions. Consider the former case, in
whi ch the "higher layers" (e.g., packet LSP) are also controlled



(provi sioned and protected) by the MPLS (GWLS) framework. Assuming a
generalized MPLS LSP restoration framework [ XU] at all |ayers, escalation
strategy timng is facilitated by this common control franmework. The
appropriate LSP protection timer nmechani sns can specify hol d-off tines,

al arm nessage (FIS) spacings, and al arm nessage durations. Cearly,
judi ci ous choi ces of these paraneters at different LSP | evel s (packet,
circuit, wavelength lightpath, fiberpath) can be used to desi gn advanced
"inter-layer" escalation strategies. For exanple, at the wavel ength LSP
| evel, small hold-off tinmes and FI'S spacings can be used to enact fast
(sub-50 ns) recovery. Additionally, the duration of lightpath-level FIS
nmessagi ng can be restricted to a tinescal e wi ndow, beyond which |ightpath
FIS notification is termnated. This duration (plus an acceptable
guard-tinme) can be the hold-off tinme for "higher-layer"” packet LSP FI S
message generation. Note that this exanple details a "bottom up”
recovery case, and a conplinmentary "top-down" case can al so be detail ed.
Specifically, lightpath recovery hold-off tines can be set |arger than
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packet LSP notification durations, thereby permtting nore sel ective "per-

CoS" or "per-LSP/ G LSP" re-routing (based upon priorities, policies, etc).
However, given the increased conplexity and signaling requirenments of

t op-down approaches, many operators nmay not find themvery attractive in
practical network settings.

Meanwhi | e, for the non-MPLS (non-GVWPLS) control specific case, escal ation
strategy design can be nore conplicated since generalized timng contro
and signaling nechanisns nay not exist at all protocol layers. In
particular, this situation will arise if MPLS (GWLS) protection is not
used at the various networking "levels", e.g., OAPS at optica

lightpath [ evel, SONET/SDH APS at the circuit tributary level, MPLS LSP
protection at flow level, etc. |In general, this makes it nore difficult
to control inter-layer protection recovery timngs, since inter-I|ayer
synchroni zati on needs to be addressed/ defined. For exanple, optica
(VWDM) - SONET/ SDH prot ection interworkings may possibly need SONET/ SDH

hol d-of f timers, requiring changes to existing standards and depl oyed
equi prrent [ MANCHESTER?], raising even further chall enges and conplexities.
In such cases, sinpler "all-or-nothing"” interworkings may be nore
feasible. For exanple, for the case of traditional "SONET-over- WM
either optical ring or SONET APS recovery can be di sabled. Neverthel ess,
for higher-layer I P packet traffic, "bottom up" escal ation strategies can
usual ly be inplemented safely by sinply ensuring small enough FI'S nessage
wi ndows, i.e., versus IGP re-routing tinmescales. In general, escalation
strategy design is a conplex issue and needs significant investigation

3.3 Additional Considerations

Al beit detail ed, the above di scussions have only focused on basic
optical ring definitions and provisioning issues. Clearly, many nore
advanced concerns relating to optical rings can be tabled, but their
detailed treatnent is beyond the scope of this docunent. Nevertheless,
a brief synopsis is presented in order to stinulate further work.

3.3.1 Milti-R ng Provisioning

In nmost current SONET networks, multi-ring architectures are very
common. Specifically, smaller rings are used to aggregate traffic from
| ocal dommins onto larger rings spanning increased distances (netro,
regional), and standards exist for so-called dual ring interworking
(DRI') interconnection between nultiple SONET/SDH rings [GR1230],[ G 842].
Li kewi se, as optical rings energe (nost likely re-using rmuch of the

exi sting SONET/SDH ring fiber infrastructures), there will be a strong
requirenent for simlar optical ring interworkings, nanely to route
lightpaths in between multiple rings. 1In addition to applying the
conventional DRI concepts, inter-connection can be achieved by sinpler,
static "back-to-back" O ADM co-location or via nore advanced, dynanic
OXC switching devices [ARIJIS]. Now conceivably, different optica



ring types (e.g., OBLSR OBLSR O UPSR) can be used for an

end-to-end circuit connection, along with their respective "localized"
protection nechanisns (i.e., protection zones). Cearly, this may al so
permit greater latitudes in user SLA definitions.

>From a routing/ provisioning point of view, there are various ways to
handl e such "multi-ring" architectures. |In the longer run (and for

Ghani et. al. [ Page 32]
larger rings) it my be advantageous to nove to a hierarchical routing
setup. Specifically, individual rings would be grouped into separate
domai ns, e.g., autononous systens (AS), and multi-ring provisioning
woul d be performed under the broader context of inter-domain

provi sioning [ GHAN 1], [ GUQ2], [ PAPADI M TRI OU2] , [ RAJAGOPALAN] .  Here
added enhancenents to enmerging (optical) network interface definitions
(O NNI') [PAPADIM TRIOU2] may be required, e.g., for setup signaling,
protection switching between nmultiple rings, etc (further study needed).
Alternatively, a nore immediate alternative is that of intra-domain
provi sioni ng between rings, especially where multiple smaller rings
constitute a domain, i.e., single ring represents an area instead.

Here, since opaque LSA's only have area scope, further work is required
in order to define summary LSA's to provide enough information for
inter-ring (i.e., intra-domain) provisioning, yet wthout flooding the
network with nmessage updates.

3.3.2 Hybrid Mesh-Ri ng | nterworking

Simlar to the case of nulti-ring provisioning (above), the broader

evol ution towards nesh/mesh-ring network topologies is also an inportant
concern. Froman operator mgration point of view, both ring and nesh
topol ogi es have their respective advant ages/di sadvantages. Ring

topol ogies allow for fast, well-defined protection sw tching concepts but
have reduced connectivity (degree two). Meanwhile, nmesh networks of fer
better connectivity and inproved resource efficiencies but |ack well-
defined protection switching features. Hence, a likely, cost-effective
mgration path will be for operators to first mgrate their existing
SONET/ SDH ( TDM based) rings to counterpart optical rings and then nove
towards nesh or "hybrid" mesh-ring topologies, inline with growmth in
traffic demand and operati onal experience. These evolutions can be done
ei ther via phased expansions to existing ring topologies (i.e., adding

fi bers between non-adjacent ring nodes to "break" the ring) or altogether
new (i.e., "greenfield-type") deploynents. Such cases present two
foreseeabl e i nterworking requirenents, namely for ring enul ati on and
ring-nmesh interconnection purposes (and others may al so energe) [ GUQ2].
Either way, it is clear that provisioning features for hybrid topol ogi es
will be a crucial requirenment for operators as they nove to deploy or
expand their optical network offerings.

On a high level, ring emul ation basically entails provisioning/operating
"virtual" rings on top of nesh (network) topologies, e.g., via the
concept of ring covers [PAPADIM TRIQU3]. For operators accustoned to
operating ring networks, this capability will still allowthemto expand
to nesh topologies, and is particularly germane to the case of phased-in
ring-to-mesh expansions. For exanple, different ring types (O UPSR,

O BLSR, O BPSR) can be deployed in selective parts of a nesh network
topol ogy, thereby exploiting the advantages of fast ring-based
protection switching. Additionally, for richly-connected nmesh networKks,
operators can offer virtual private optical ring (VPOR) services to |large
clients, an attractive proposition. Note that ring enulation wll
require that specific network nodes (i.e., those sitting on multiple
rings) have nore advanced spatial switching characteristics, as vyielded
by OXC/ PXC designs and not basic O ADM designs. Mreover, these nodes
must be "ring-enabl ed", and nobst notably, be capable of neeting fast
protection sw tching requirements.

Ghani et. al. [ Page 33]



Meanwhi | e, the issue of ring-nesh interconnection arises when

provi sioning |ighpath channels across nultiple, separate ring and nesh
topol ogies (e.g., nmetro-regional rings to |ong-haul nmeshes). Here,

the mesh network segments thenselves may or may not performring

emul ation, and therefore this becones a generalization of the nulti-ring
i nterconnection case (Section 3.3.1). However, many of the concepts

di scussed for the multi-ring case, such as intra- and inter-domain
partitioning, are also applicable here. O particular concern will be
achi eving conmensurate protection switching tinescales in the nmesh-
network segnents. However, here it is expected that as standards

evol ve, many of the optical ring protection switching concepts/protocols
will likely also be |leveraged for nesh architectures. For exanple, nesh
span protection or nesh end-to-end channel protection (via diverse
routing) can re-use or extend the working/protection channel setup and
protection signaling nmechani sns devel oped for optical rings.

Overall, hybrid topology provisioning, for both ring enulation and ring-
mesh interconnection, will require additional specifications.

Considering the nore likely case of intra-domain provisioning, topology/
resource discovery nethods will need to perform sunmari zati on/ aggregati on
of ring information. Sone early work along these lines is energing,
proposing "ring I D' and "ring type" sub-TLV definitions for opaque LSA's,
see [GUQ2], [ PAPADIM TRI QU3]. Provisioning |Iightpaths across ring-nesh
topol ogies or "virtual ring" nesh networks will require new resource/
constrained-routing algorithnms also. A related, key issue here wll

be i nplenmenting protection switching signaling (as per the user SLA
requirenents), e.g., protecting a fiber cut between nmultiple "virtual"
rings or an optical channel failure across nultiple network ring/ mesh
network segnments. Cleary, there is a strong need for nore detail ed work
in the area of hybrid topol ogy provisioning.

3.3.3 Resilient Packet Ring (RPR) Synergies

So far, only "full-granularity" |ightpaths have been considered, i.e.
ring channels utilizing full wavel ength capacity, such as OC-48/ STM 16
and OC- 192/ STM 64. However, new generations of advanced integrated edge
devices (I ED s) are beginning to appear, integrating (sub-rate) packet,
circuit, and wavel ength/fiber switching capabilities onto a conmon
platform |In a tinely nanner, the broader GWPLS franework is al so being
extended to provision related sub-rate tributary channel s [ ASHADOD1],

[ XUl (both packet and circuit). Therefore, for inproved generality,
GWPLS ring provisioning mechani sns/ concepts can al so be considered for
various "sub-rate ring" architectures. Sub-rate rings can inprove

wavel ength utilization and provide finer-granularity connections between
smal l er users. A very good exanple of a sub-rate (packet) ring
technology is the emerging resilient packet ring (RPR) architecture

(I EEE 802.17). Recently there has been significant interest and

devel opnment in this space, as noted by work on | P over RPR (| PoRPR)
architectures, see [ HERRERA].

Si nce packet rings operate on an "electronic" |evel and require
visibility into the packet stream from a technol ogy point of view,
they are quite different fromthe optical rings proposed herein.
Neverthel ess, there are many generic architectural aspects of optica
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rings which can also apply to packet rings, and these can be further

i nvestigated. Exanples include setup signaling procedures, protection
signaling, constrained routing, etc. Furthernore, RPR s can be napped
onto optical ring wavel ength channels, thereby permitting potenti al
traffic/resource engineering synergies, i.e., advanced "nulti-ring"
architectures with "enbedded" sub-rate packet ring channels being
carried in larger granularity optical ring channels. Additionally,
given the fast fault detection/recovery nechani sns bei ng proposed for
RPR designs (in conparison with nesh | P packet re-routing), the

I'i kelihood of protection "collisions" between optical ring and RPR



recovery mechani sns increases. Hence protection escalation strategies
(Section 3.2.3) are of inportance in such interworkings and shoul d be
designed to properly arbitrate between the respective protection
protocol (s) or different |levels thereof (packet, circuit). Al of
these topics need further, nore detailed investigation

4. APPENDI X A: Review of SONET Ring Architectures

SONET (SDH) ring architectures have energed to doninate the transport
| andscape. Terned also as self-healing rings (SHR), perhaps their
defining characteristic is stringent recovery tinmescales. Nanely,
SONET (and SDH) standards stipulate a service recovery time of 50 ns
after the fault condition (i.e., including detection, guard tine,
switching tinme, ring propagation delays, and re-synchronization).
These val ues are derived fromfranme synchroni zation at the | owest
frane speed, nanely DS1 (1.5 Mo/s). A very brief outline of the
SONET/ SDH ring framework is given here. However, this summary is only
intended to serve as a background reference, and interested readers
are referred to the specifications for conmplete details [ANSI],[ITY],
[GR1230]. As will be seen, these existing architectures will form
the basis for nmuch of the counterpart optical ring franmeworks.

4.1 Uni-directional Path-Switched Ring (UPSR)

The UPSR concept is designed for channel |evel protection in two-fiber
rings. Although two-fiber BLSR architectures also exist, ternmed BLSR/ 2
the UPSR architecture is significantly |less conplex. UPSR rings

dedi cate one fiber for working TDM channels (timeslots) and the other
for correspondi ng protection channels (counter-propagating directions).
Traffic is permanently bridged at the head-end and sent al ong both
fibers, nanely 1+1 protection. UPSR working traffic travels in the

cl ockwi se direction and protection traffic travels in the counter-

cl ockwi se direction. This inplies that bi-directional connections

wi Il consunme resources on all working and protection fibers,
restricting ring throughput to that of a single fiber. dearly, UPSR
rings represent sinpler designs and do not require any notification or
swi t chover signaling nmechani sns between ring nodes, i.e., receiver nodes
perform channel swi tchovers. As such, they are resource inefficient
since they do not re-use fiber capacity (both spatially and between

wor ki ng/ protection paths). Moreover, span (i.e., fiber) protection is
undefined for UPSR rings, and such rings are typically nost efficient
in access rings where traffic patterns are concentrated around
col l ector hubs.
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4.2 Bi-Directional Line Switched Ring (BLSR

BLSR rings are designed to protect at the line (i.e., fiber) level, and
there are two possible variants, nanely two-fiber (BLSR/ 2) and four-
fiber (BLSR/4) rings. The BLSR/ 2 concept is designed to overcone the
spatial reuse limtations associated with two-fiber UPSR rings and only
provides path (i.e., line) protection. Specifically, the BLSKR 2

schene divides the capacity tineslots within each fiber evenly between
same-direction working and protection channels (w th working channels
on a given fiber being protected by protection channels on the other
fiber). Therefore bi-directional connections between nodes will now
traverse the sane internedi ate nodes but on differing fibers. This

all ows for sharing | oads away from saturated spans and increases the

| evel of spatial re-use (sharing), a mjor advantage over two-fiber
UPSR rings. Protection slots for working channels are pre-assigned
based upon a fixed odd/even nunbering schenme, and in case of a fiber
cut, all affected tinmeslots are | ooped back in the opposite direction
of the ring. This is comonly terned "I oop-back" |ine/span protection
and avoi ds any per-channel processing. However, |oop-back protection

i ncreases the distance and transni ssion delay of the restored channels
(nearly doubling path lengths in the worst case). Mre inportantly,



since BLSR rings performline switching at the swi tching nodes (i.e.
adjacent to the fault), nore conplex active signaling functionality
is required. Further bandwidth utilization inprovenents can al so be
made here by allowing lower-priority traffic to traverse on idle
protection spans.

Four-fiber BLSR rings extend upon the BLSR/ 2 concepts by providing
added span switching capabilities. In BLSR/'4 rings, two fibers are
used for working traffic and two for protection traffic (counter-
propagating pairs, one in each direction). Again, working traffic
can be carried in both directions (clockw se, counter-clockw se),

and this mnimnmzes spatial resource utilization for bi-directiona
connection setups. Line protection is used when both working and
protection fibers are cut, looping traffic around the |ong-side path.
If, however, only the working fiber is cut, |less disruptive swtching

can be perfornmed at the fiber level. Here, all failed channels are
switched to the corresponding protection fiber going in the same
direction (and lower-priority channels pre-enpted). Overall, the

BLSR/ 4 ring capacity is twice that of the BLSR' 2 ring, and the four-
fiber variant can handle nore failures. Also, it should be noted
that both two- and four-fiber rings provide node failure recovery
for pass-through traffic. Essentially, all channels on all fibers
traversing the failed node are line swi tched away from the node.

As nentioned above, BLSR rings (unlike UPSR rings) require a
protection signaling mechanism Since protection channels can be
shared, each node nust have global state, and this requires state
signaling over both spans (directions) of the ring. This is achieved
via an automatic protection switching (APS) protocol running on the
"enmbedded" K1/ K2 bytes in the SONET/ SDH frane overhead, al so comonly
terned as the SONET APS or BLSR K1/ K2 byte protocol [GR1230],
[T1.105.01],[G 841]. This protocol uses a 4-bit node identifier (in
the K1 byte) and hence only allows up to 16 nodes per ring. Additiona
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bits are designated to identify the type of function requested (e.g.
bi -directional or unidirectional switching) and the fault condition
(i.e., channel state). Control nodes performng the swtchover
functions utilize frane-persistency checks to avoid premature actions
and discard any invalid nessage codes. Further details can be found
in the associated references.

5. Security Considerations

Security considerations are for future study, in particular with
regards to signaling extensions and a possibly new O APS protocol
The overall optical ring provisioning franework, however, poses the
same security requirenments as those present in existing MPL(anbda)S
or QGVPLS provisioning architectures.
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