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Abstract

Onedesirablecharacteristicsof any resourceallocation(or differentiation)mechanismis that if many ag-
gregates,eachwith its own reservation,aremergedwith otheraggregatesof thesameclass,eachaggregate
shouldget its reservedbandwidthanda fair shareof theexcessbandwidth.In particular, theperformance
of anaggregateshouldnot beadverselyaffectedby otheraggregatesandtheir congestionsensitivity. TCP
flowsarecongestionsensitivewhileUDPflowsarecongestioninsensitive in thesensethatTCPflowsreduce
their traffic if any packetsarelost. Thegoalof this studyis to seeif TCPflow aggregateswill bepunished
for their goodbehavior in thepresenceof competingUDP flow aggregatesin thesameassuredforwarding
class.We identify several factorsthataffect theperformancein themixedenvironmentsandquantifytheir
effectsusinga full factorialdesignof experimentmethodology.
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The factorsthat we studiedare numberof drop precendencesrequired(one, two, or three),percentage
of reserved (highestdrop precedence)traffic, buffer management(Tail drop or RandomEarly Drop with
differentparameters),traffic types(TCPaggregates,UDPaggregates).

Thisstudyhasfour key results.

First, threedropprecedences(green,yellow, andred)helpclearlydistinguishbetweencongestionsensitive
andinsensitive flows.

Second,thereservedbandwidthshouldnotbeoverbooked,thatis, thesumshouldbelessthanthebottleneck
link capacity. If thenetwork operatescloseto its capacity, threelevelsof dropprecedenceareredundantas
thereis notmuchexcessbandwidthto beshared.

Third, theexcesscongestionsensitive (TCP)packetsshouldbemarkedasyellow while theexcesscongen-
stioninsensitive (UDP)packetsshouldbemarkedasred.

Fourth,theREDparametershavesignificanteffectontheperformance.Theoptimalsettingof REDparam-
etersis anareafor furtherresearch.

This is a revisedandcomprehensive versionof our previous studypresentedat the MarchandJuly 1999
IETFMeetings.Thepsandpdfversionsof thisdocumentwith all thefiguresareavailableat: http://www.cis.ohio-
state.edu/

�
jain/ietf/afstdy.htm

1 Intr oduction

DifferentiatedServices(DS)aimsto provide scalable service differentiation in the Internet thatcanbeused
to permit differentiated pricing of Internet service [1]. This differentiationmay eitherbe quantitative or
relative. DS is scalableas traffic classificationandconditioningis performedonly at network boundary
nodes.Theserviceto bereceivedby a traffic is markedasa codepoint in theDS field in theIPv4 or IPv6
header. TheDScodepoint in theheaderof anIP packet is usedto determinethePer-HopBehavior (PHB),
i.e. the forwardingtreatmentit will receive at a network node.Currently, formal specificationis available
for two PHBs- AssuredForwarding[2] andExpeditedForwarding[3]. In ExpeditedForwarding,a transit
nodeusespolicingandshapingmechanismsto ensurethatthemaximumarrival rateof a traffic aggregateis
lessthanits minimumdeparturerate.At eachtransitnode,theminimumdeparturerateof atraffic aggregate
shouldbe configurableand independentof other traffic at the node. Sucha per-hop behavior resultsin
minimumdelayandjitter andcanbeusedto provideanend-to-end‘Virtual LeasedLine’ typeof service.

In AssuredForwarding(AF), IP packetsareclassifiedasbelongingto oneof four traffic classes.IP packets
assignedto differenttraffic classesareforwardedindependentof eachother. Eachtraffic classis assigned
a minimumconfigurableamountof resources(link bandwidthandbuffer space).Resourcesnot beingcur-
rently usedby anotherPHB or an AF traffic classcanoptionallybe usedby remainingclasses.Within a
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traffic class,apacket is assignedoneof threelevelsof dropprecedence(green,yellow, red). In caseof con-
gestion,anAF-compliantDS nodedropslow precedence(red)packetsin preferenceto higherprecedence
(green,yellow) packets.

In this study, we performwide rangingsimulationswhile varying several factorsin order to identify the
mostimportantfactorsinfluencingfair allocationof excessnetwork resourcesamongcongestionsensitive
andinsensitive flows.

2 KeyFactorsAffecting Performance

Thekey factorsthataffecttheperformancearethoserelatingto bandwidthmanagement,buffer management,
traffic typesandtheir treatment,andnetwork configuration.

Bandwidthmanagementrelatesto thealgorithmsandparametersthataffectservice(PHB)givento apartic-
ular aggregate.In particular, thenumberof dropprecedences(one,two, or three)andthe level of reserved
traffic wereidentifiedasthekey factorsto studyin thisanalysis.

Buffer managementrelatesto themethodfor selectingpacketsto bedroppedwhenthebuffersarefull. Two
commonlyusedmethodsaretail dropandrandomearlydrop(RED).Severalvariationsof REDarepossible
in caseof multipledropprecedences.Thesevariationsaredescribedlaterin Section3.

Two traffic typesthat we consideredare TCP and UDP aggregates. TCP and UDP were separatedout
becauseof their differentresposeto packet losses.In particular, we wereconcernedthatif excessTCPand
excessUDP werebothgiven thesametreatment,TCPflows will reducetheir rateson packet dropswhile
UDP flows will not changeandget theentireexcessbandwidth.Theanalysisshows that this is in fact the
caseandthat it is importantto give a bettertreatmentto excessTCPthanexcessUDP. This requiresthree
dropprecedences.

In this study, we useda simplenetwork configuration.Theconfigurationwaschosenin consultationwith
otherresearchersinterestedin assuredforwarding. This is a simpleconfiguration,which we believe, pro-
videsmostinsight in to theissues.If sometechniquedoesnot performwell for this configuration,we feel
thatit canberuledoutandconsideredundesirable.With acomplex configuration,thenumberof parameters
wouldbetoo largeandwouldcloudtheissues.It is quitepossiblethatsometechniquesthatwork for simple
configurationmaynotwork for morecomplex scenarios.

3 Buffer ManagementClassifications

Buffer managementtechniqueshelpidentify which packetsshoulddroppedwhenthequeuesexceeda cer-
tain threshold.It is possibleto placepackets in onequeueor multiple queuesdependingupontheir color
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or flow type. For thethreshold,it is possibleto keepa singlethresholdon packetsin all queuesor to keep
multiple thresholds.Thus,theaccounting(queues)couldbesingleor multiple andthe thresholdcouldbe
singleor multiple. Thesechoicesleadto four typesof buffer managementtechniques:

1. SingleAccounting,SingleThreshold(SAST)

2. SingleAccounting,Multiple Threshold(SAMT)

3. Multiple Accounting,SingleThreshold(MAST)

4. Multiple Accounting,Multiple Threshold(MAMT)

RandomEarly Discard(RED) is a well known andnow commonlyimplementedpacket droppolicy. It has
beenshown performbetterandprovide betterfairnessthantail droppolicy.

In RED, the drop probability of a packet dependson the averagequeuelengthwhich is an exponential
averageof instantaneousqueuelengthat thetimeof thepacket’s arrival [6]. Thedropprobabilityincreases
linearly from 0 to max p asaveragequeuelengthincreasesfrom min th to max th. With packetsof multiple
colors,onecancalculateaveragequeuelengthin many waysandhave multiple setsof dropthresholdsfor
packetsof differentcolors.In general,with multiplecolors,REDpolicy canbeimplementedasavariantof
oneof four generalcategories:SAST, SAMT, MAST, andMAMT.

Single AverageSingle ThresholdRED hasa single averagequeuelength and samemin th and max th
thresholdsfor packetsof all colors. Sucha policy doesnot distinguishbetweenpacketsof differentcolors
andcanalsobecalledcolor blind RED.

In SingleAverageMultiple ThresholdsRED, averagequeuelengthis basedon total numberof packetsin
the queueirrespective of their color. However, packetsof differentcolorshave differentdrop thresholds.
For example,if maximumqueuesizeis 60 packets,thedrop thresholdsfor green,yellow andredpackets
canbe

�
40/60,20/40,0/10� . In thesesimulations,weuseSingleAverageMultiple ThresholdsRED.

In Multiple AverageSingle/MultipleThresholdRED, averagequeuelengthfor packetsof differentcolors
is calculateddifferently. For example,averagequeuelength for a color canbe calculatedusingnumber
of packets in the queuewith sameor bettercolor [4]. In sucha scheme,averagequeuelengthfor green,
yellow andred packets will be calculatedusingnumberof green,yellow + green,red + yellow + green
packets in the queuerespectively. Anotherpossibleschemeis whereaveragequeuelengthfor a color is
calculatedusingnumberof packetsof thatcolor in thequeue[7]. In sucha case,averagequeuelengthfor
green,yellow andredpacketswill becalculatedusingnumberof green,yellow andredpacketsin thequeue
respectively. Multiple AverageSingleThresholdRED will have samedrop thresholdsfor packetsof all
colorswhereasMultiple AverageMultiple ThresholdREDwill havedifferentdropthresholdsfor packetsof
differentcolors.
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4 Simulation Configuration and Parameters

Thesimulationsperformedin this studyusethenetwork configurationshown in Figure1. Here,customers
1 through10senddataover thelink betweenRouters1 and2 usingthesameAF traffic class.Traffic is one-
dimensionalwith only ACKs comingbackfrom theotherside.Customers1 through9 carryanaggregated
traffic comingfrom5 RenoTCPsourceseach.Customer10getsits traffic fromasingleUDPsourcesending
dataat a rateof 1.28Mbps. Commonconfigurationparametersaredetailedin Table1. All TCPandUDP
packetsaremarkedgreenat thesourcebeforebeing’recolored’by a traffic conditionerat thecustomersite.
The traffic conditionerconsistsof two ’ leaky’ buckets(greenandyellow) that mark packetsaccordingto
their token generationrates(calledreserved/greenandyellow rate). In two color simulations,yellow rate
of all customersis setto zero. Thus,in two color simulations,bothUDP andTCPpacketswill becolored
eithergreenor red. In threecolor simulations,customer10 (theUDP customer)alwayshasa yellow rate
of 0. Thus, in threecolor simulations,TCP packetscomingfrom customers1 through9 canbe colored
green,yellow or redandUDPpacketscomingfrom customer10will becoloredgreenor red.All thetraffic
comingto Router1 passesthrougha RandomEarly Drop (RED) queue.TheRED policy implementedat
Router1 canbeclassifiedasSingle Average Multiple Threshold REDasexplainedin section3.
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Figure1: SimulationConfiguration

Wehave usedNSsimulatorversion2.1b4a[5] for thesesimulations.Thecodehasbeenmodifiedto imple-
mentthetraffic conditionerandmulti-colorRED(RED n).

5 Experimental Design

In this study, weperformfull factorialsimulationsinvolving many factors:
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Table1: SimulationConfigurationParameters

Simulation 100s Link betweenCustomersandRouter1:
Time Link Bandwidth 1.5Mbps

TCPWindow 64packets OneWayDelay 5 microseconds
IP PacketSize 576bytes DropPolicy DropTail

UDPRate 1.28Mbps Link betweenRouter1 andRouter2:
QueueSize 60packets Link Bandwidth 1.5Mbps

(for all queues) OneWayDelay 30miliseconds
Link betweenCustomersandUDP/TCPs: FromRouter1 To Router1
Link Bandwidth 10Mbps DropPolicy RED n DropTail
OneWayDelay 1 microsecond Link betweenRouter2 andSinks:

DropPolicy DropTail Link Bandwidth 1.5Mbps
OneWayDelay 5 microseconds

DropPolicy DropTail

Table2: Two ColorSimulationParameters

SimulationID GreenRate Max DropProbability DropThresholds GreenBucket Size�
Green,Red� �

Green,Red� (in Packets)
1-144 12.8kbps

�
0.1,0.1� �

40/60,0/10� 1
201-344 25.6kbps

�
0.1,0.5� �

40/60,0/20� 16
401-544 38.4kbps

�
0.1,1� �

40/60,0/5� 2
601-744 76.8kbps

�
0.5,0.5� �

40/60,20/40� 32
801-944 102.4kbps

�
0.5,1� 4

1001-1144 128kbps
�
1,1� 8

1201-1344 153.6kbps
1401-1544 179.2kbps
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� GreenTraffic Rates:Greentraffic rateis thetokengenerationrateof greenbucket in thetraffic condi-
tioner. Wehave experimentedwith greenratesof 12.8,25.6,38.4and76.8kbpspercustomer. These
ratescorrespondto atotalof 8.5%,17.1%,25.6%and51.2%of network capacity(1.5Mbps).In order
to understandtheeffect of greentraffic rate,we alsoconductsimulationswith greenratesof 102.4,
128, 153.6and179.2kbps for two color cases.Theseratescorrespondto 68.3%,85.3%,102.4%
and119.5%of network capacityrespectively. Notethatin lasttwo cases,wehave oversubscribedthe
availablenetwork bandwidth.

� GreenBucket Size:1, 2, 4, 8, 16and32packetsof 576byteseach.

� Yellow Traffic Rate(only for threecolorsimulations):Yellow traffic rateis thetokengenerationrate
of yellow bucket in thetraffic conditioner. We have experimentedwith yellow ratesof 12.8and128
kbpspercustomer. Theseratescorrespondto 7.7%and77%of totalcapacity(1.5Mbps)respectively.
Weuseda highyellow rateof 128kbpssothatall excess(out of greenrate)TCPpacketsarecolored
yellow andthuscanbedistinguishedfrom excessUDPpacketsthatarecoloredred.

� Yellow Bucket Size(only for threecolorsimulations):1, 2, 4, 8, 16,32packetsof 576byteseach.

� MaximumDrop Probability: Maximumdropprobabilityvaluesusedin thesimulationsarelisted in
Tables2 and3.

� DropThresholdsfor redcoloredpackets:Thenetwork resourcesallocatedto redcoloredpacketsand
hencethefairnessresultsdependonthedropthresholdsfor redpackets.Weexperimentwith different
valuesof dropthresholdsfor redcoloredpacketssoasto achieve closeto bestfairnesspossible.Drop
thresholdsfor greenpacketshave beenfixedat

�
40,60� for bothtwo andthreecolorsimulations.For

threecolorsimulations,yellow packet dropthresholdsare
�
20,40� .

In thesesimulations,sizeof all queuesis 60 packetsof 576byteseach.Thequeueweightusedto calculate
RED averagequeuelengthis 0.002. For easyreference,we have given an identificationnumberto each
simulation(Tables2 and 3). The simulationresultsare analyzedusing ANOVA techniques[8] briefly
describedin Section8.

6 PerformanceMetrics

Simulationresultshave beenevaluatedbasedon utilization of reserved ratesby the customersand the
fairnessachievedin allocationof excessbandwidthamongdifferentcustomers.

Utilization of reservedrateby a customeris measuredastheratio of green throughputof thecustomerand
the reserved rate. Greenthroughputof a customeris determinedby the numberof greencoloredpackets
received at the traffic destination(s).Sincein thesesimulations,thedrop thresholdsfor greenpacketsare
keptvery high in theRED queueat Router1, chancesof a greenpacket gettingdroppedareminimal and
ideallygreenthroughputof acustomershouldequalits reservedrate.
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Table3: ThreeColorSimulationParameters

Simulation Green Max DropProbability DropThresholds Yellow Bucket Size
ID Rate

�
Green,Yellow,Red� �

Green,Yellow,Red� Rate (in Packets)
Green Yellow

1-720 12.8kbps
�
0.1,0.5,1� �

40/60,20/40,0/10� 128kbps 16 1
1001-1720 25.6kbps

�
0.1,1,1� �

40/60,20/40,0/20� 12.8kbps 1 16
2001-2720 38.4kbps

�
0.5,0.5,1� 2 2

3001-3720 76.8kbps
�
0.5,1,1� 32 32�
1,1,1� 4 4

8 8

Thefairnessin allocationof excessbandwidthamongn customerssharingalink canbecomputedusingthe
following formula[8]:

�����
	������������������ �
� ��� �"!
�$# ��� � !� �

Where
�%�

is the excess throughputof the ith customer. Excessthroughputof a customeris determinedby
thenumberof yellow andredpacketsreceivedat thetraffic destination(s).

7 Simulation Results

Simulationresultsof two andthreecolor simulationsareshown in Figure2. In this figure, a simulation
is identifiedby its Simulation ID listed in Tables2 and3. Figures2aand2c show thefairnessachieved in
allocationof excessbandwidthamongtencustomersfor eachof thetwo andthreecolorsimulations.Figures
2band2dshow theutilizationof reservedrateby eachof tencustomersfor eachsimulation.

It is clearfrom figure2athatfairnessis notgoodin two colorsimulations.With threecolors,thereis awide
variationin fairnessresultswith bestresultsbeingcloseto 1. Notethatfairnessis zeroin someof thetwo
color simulations.In thesesimulations,total reserved traffic usesall thebandwidthandthereis no excess
bandwidthavailableto share.

As shown in Figures2band2d,thereis awidevariationin reservedrateutilizationby customersin two and
threecolorsimulations.

Figure3 shows the reserved rateutilization by TCP andUDP customers.For TCP customers,we have
plotted the averagereserved rate utilization in eachsimulation. Note that in somecases,reserved rate
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Figure2: SimulationResults

utilization is slightly more thanone. This is becausetoken buckets are initially full which resultsin all
packets getting greencolor in the beginning. Figures3b and 3d show that UDP customershave good
reserved rateutilization in almostall cases.In contrast,TCPcustomersshow a wide variationin reserved
rateutilization.

In orderto determinetheinfluenceof differentsimulationfactorsonthereservedrateutilizationandfairness
achieved in excessbandwidthdistribution, we analyzesimulationresultsstatisticallyusing Analysis of
Variation(ANOVA) technique.Thenext sectiongivesa brief inroductionto ANOVA techniqueusedin the
analysis.In latersections,wepresenttheresultsof statisticalanalysisof two andthreecolorsimulations.
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Figure3: ReservedRateUtilization by TCPandUDPCustomers
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8 AnalysisOf Variation (ANOVA) Technique

Theresultsof a simulationareaffectedby thevalues(or levels) of simulationfactors(e.g. greenrate)and
the interactions betweenlevelsof differentfactors(e.g. greenrateandgreenbucket size). Thesimulation
factorsandtheir levelsusedin this simulationstudyarelisted in Tables2 and3. Analysis of Variation of
simulationresultsis a statisticaltechniqueusedto quantifytheseeffects. In this section,we presenta brief
accountof Analysis of Variation technique.Moredetailscanbefoundin [8].

Analysis of Variation involvescalculatingtheTotal Variation in simulationresultsaroundtheOverall Mean
anddoingAllocation of Variation to contributing factorsandtheir interactions.Following stepsdescribethe
calculations:

� CalculatetheOverall Mean of all thevalues.

� Calculatetheindividualeffect of eachlevel a of factorA, calledtheMain Effect of a:

Main Effect) �
Mean)+* OverallMean

where,Main Effect) is themaineffect of level a of factorA, Mean) is themeanof all resultswith a
asthevaluefor factorA andOverallMeanis theoverallmeanof simulationresultvalues.

Themaineffectsarecalculatedfor eachlevel of eachfactor.

� CalculatetheFirst Order Interaction betweenlevelsa andb of two factorsA andB respectively for
all suchpairs:

Interaction)-, . �
Mean)-, . * � OverallMean / Main Effect) / Main Effect. �

where,Interaction)�, . is theinteractionbetweenlevelsa andb of factorsA andB respectively, Mean)-, .
is meanof all resultswith a andb asvaluesfor factorsA andB, Main Effect) andMain Effect. are
maineffectsof levelsa andb respectively.

� CalculatetheTotal Variation asshown below:

TotalVariation
� �0� result

! � * � Num Sims
# � OverallMean

� ! �

where, �0� result
! �

is the sumof squaresof all individual resultsandNum Simsis total numberof
simulations.

� Thenext stepis theAllocation of Variation to individual maineffectsandfirst orderinteractions.To
calculatethe variationcausedby a factorA, we take the sumof squaresof the main effectsof all
levels of A andmultiply this sumwith the numberof experimentsconductedwith eachlevel of A.
To calculatethevariationcausedby first orderinteractionbetweentwo factorsA andB, we take the
sumof squaresof all thefirst-orderinteractionsbetweenlevelsof A andB andmultiply thissumwith
thenumberof experimentsconductedwith eachcombinationof levelsof A andB. We calculatethe
allocationof variationfor eachfactorandfirst orderinteractionbetweeneverypairof factors.
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Table4: Main FactorsInfluencingReservedRateUtilizations

Allocationof Variation(in %age)
Factor/Interaction 2 Colors 3 Colors

TCPCustomers UDPCusotmer TCPCustomers UDPCustomer
GreenRate 18.46% 47.86% 10.36% 19.39%

GreenBucket Size 77.14% 22.58% 81.88% 63.22%
GreenRate-

GreenBucket Size 3.65% 28.76% 3.34% 17.39%

9 ANOVA Analysis for ReservedRateUtilization

Table4 shows the Allocation of Variationto contributing factorsfor reserved rateutilizations. As shown
in figure3, reservedrateutilization of UDP customersis almostalwaysgoodfor both two andthreecolor
simulations.However, in spiteof very low probabilityof a greenpacket gettingdroppedin the network,
TCPcustomersarenot ableto fully utilize their reserved ratein all cases.The little variationin reserved
rateutilizationsfor UDP customersis explainedlargely by bucket size.Largebucket sizemeansthatmore
packetswill getgreencolor in the beginning of the simulationwhengreenbucket is full. Greenrateand
interactionbetweengreenrateandbucket sizeexplainasubstantialpartof thevariation.This is becausethe
definitionof rateutilizationmetrichasreservedratein denominator. Thus,thepartof theutilizationcoming
from initially full bucket getsmoreweight for low reserved ratethanfor high reserved rates.Also, in two
colorsimulationsfor reservedrates153.6kbpsand179.2kbps,thenetwork is oversubscribedandhencein
somecasesUDP customerhasa reservedrateutilization lower thanone.For TCPcustomers,greenbucket
sizeis the main factorin determiningreserved rateutilization. TCPtraffic becauseof its bursty natureis
not able to fully utilize its reserved rateunlessbucket size is sufficiently high. In our simulations,UDP
customersendsdataat a uniform rateof 1.28Mbpsandhenceis ableto fully utilize its reservedrateeven
whenbucket sizeis low. However, TCPcustomerscanhave very poorutilizationof reservedrateif bucket
sizeis not sufficient. The minimumsizeof the leaky bucket requiredto fully utilize the token generation
ratedependson theburstinessof thetraffic.

10 ANOVA Analysis for Fairness

Fairnessresultsshown in figure2aindicatethat fairnessin allocationof excessnetwork bandwidthis very
poorin two color simulations.With two colors,excesstraffic of TCPaswell asUDP customersis marked
red andhenceis given sametreatmentin the network. Congestionsensitive TCP flows reducetheir data
rate in responseto congestioncreatedby UDP flow. However, UDP flow keepson sendingdataat the
samerateasbefore.Thus,UDP flow getsmostof theexcessbandwidthandthe fairnessis poor. In three
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Table5: Main FactorsInfluencingFairnessResultsin ThreeColorSimulations

Factor/Interaction Allocationof Variation
Yellow Rate 77.15%

Yellow Bucket Size 10.78%
InteractionbetweenYellow Rate

andYellow Bucket Size 9.85%

color simulations,fairnessresultsvary widely with fairnessbeinggoodin many cases.Table5 shows the
importantfactorsinfluencingfairnessin threecolorsimulationsasdeterminedby ANOVA analysis.Yellow
rateis themostimportantfactorin determiningfairnessin threecolorsimulations.With threecolors,excess
TCP traffic canbe coloredyellow and thusdistinguishedfrom excessUDP traffic which is coloredred.
Network can protectcongestionsensitive TCP traffic from congestioninsensitive UDP traffic by giving
bettertreatmentto yellow packets thanto red packets. Treatmentgiven to yellow andred packets in the
RED queuesdependson RED parameters(drop thresholdsandmax drop probability values)for yellow
andredpackets. Fairnesscanbeachievedby coloringexcessTCPpacketsasyellow andsettingtheRED
parametervaluesfor packetsof differentcolorscorrectly. In thesesimulations,we experimentwith yellow
ratesof 12.8kbpsand128 kbps. With a yellow rateof 12.8kbps,only a fractionof excessTCPpackets
canbecoloredyellow at thetraffic conditionerandthusresultingfairnessin excessbandwidthdistribution
is not good.However with a yellow rateof 128kbps,all excessTCPpacketsarecoloredyellow andgood
fairnessis achievedwith correctsettingof RED parameters.Yellow bucket sizealsoexplainsa substantial
portion of variationin fairnessresultsfor threecolor simulations.This is becausebursty TCP traffic can
fully utilize its yellow rateonly if yellow bucket sizeis sufficiently high. The interactionbetweenyellow
rateandyellow bucket sizefor threecolor fairnessresultsis becauseof the fact thatminimumsizeof the
yellow bucket requiredfor fully utilizing theyellow rateincreaseswith yellow rate.

It is evident thatthreecolorsarerequiredto enableTCPflows geta fairshareof excessnetwork resources.
ExcessTCPandUDPpacketsshouldbecoloreddifferentlyandnetwork shouldtreatthemin suchamanner
soasto achieve fairness.Also, sizeof tokenbucketsshouldbesufficiently high sothatburstyTCPtraffic
canfully utilize thetokengenerationrates.

11 Conclusions

Oneof thegoalsof deploying multiple dropprecedencelevels in anAssuredForwardingtraffic classis to
ensurethatall customersachieve their reservedrateanda fair shareof excessbandwidth.

In this study, we analyzedthe impactof variousfactorsaffecting the performanceof assuredforwarding.
Thekey conclusionsare:
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1. The key performanceparameteris the level of green(reserved) traffic. Thecombinedreserved rate
for all customersshouldbe lessthanthenetwork capacity. Network shouldbeconfiguredin sucha
mannerso that in-profile traffic (coloredgreen)doesnot suffer any packet lossandis successfully
delieveredto thedestination.

2. If thereservedtraffic is overbooked,sothatthereis little excesscapacity, two dropprecedencesgive
thesameperformanceasthree.

3. Thefair allocationof excessnetwork bandwidthcanbeachievedonly by giving differenttreatmentto
out-of-profiletraffic of congestionsensitiveandinsensitiveflows. Thereasonis thatcongestionsensi-
tiveflowsreducetheirdatarateondetectingcongestionhowevercongestioninsensitive flowskeepon
sendingdataasbefore.Thus,in orderto preventcongestioninsensitive flows from takingadvantage
of reduceddatarateof congestionsensitive flowsin caseof congestion,excesscongestioninsensitive
traffic shouldget muchharshertreatmentfrom thenetwork thanexcesscongestionsensitive traffic.
Hence,it is importantthatexcesscongestionsensitive andinsensitive traffic is coloreddifferentlyso
that network candistinguishbetweenthem. Clearly, threecolorsor levels of drop precedenceare
requiredfor thispurpose.

4. Classifiershave to distinguishbetweenTCP andUDP packets in order to meaningfullyutilize the
threedropprecedences.

5. RED parametersandimplementationshave significantimpacton the performance.Furtherwork is
requiredto comeupwith recommendationsfor propersettingof REDparameters.
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