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Status of this Mno

This document is an Internet-Draft and is in full conformance with
all provisions of Section 10 of RFC2026.

Internet-Drafts are working docunents of the Internet Engineering
Task Force (I1ETF), its areas, and its working groups. Note that
ot her groups may al so distribute working docunents as | nternet-
Drafts.

Internet-Drafts are draft docunents valid for a maxi num of six
mont hs and may be updated, replaced, or obsol eted by other docunents
at any time. It is inappropriate to use Internet-Drafts as
reference material or to cite themother than as "work in progress."”

The list of current Internet-Drafts can be accessed at
http://ww. ietf.org/ietf/1lid-abstracts.txt

The list of Internet-Draft Shadow Directories can be accessed at
http://ww. ietf.org/shadow htnl .

Abstr act

This draft presents a summary of issues related to transm ssion of

| P packets over optical networks. This is a conpilation of many
drafts presented so far in IETF. The goal is to create a conmon
docunent, which by including all the views and proposals wll serve
as a better reference point for further discussion. The novelty of
this draft is that we try to cover all the main areas of integration
and depl oynent of |IP and optical networks including architecture,
routing, signaling, managenment, and survivability.
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Several existing and proposed network architectures are di scussed.
The two-| ayer nodel, which ains at a tighter integration between IP
and optical |ayers, offers a series of inportant advantages over the
current nmulti-layer architecture. The benefits include nore
flexibility in handling higher capacity networks, better network
scalability, nore efficient operations and better traffic

engi neeri ng.

Mul tiprotocol Label Switching (MPLS) has been proposed as the
integrating structure between IP and optical layers. Routing in the
non-optical and optical parts of the hybrid IP network needs to be
coordi nated. Several nobdels have been proposed including overl ay,
augnent ed, and peer-to-peer nodels. These nodels and the required
enhancenents to IP routing protocols, such as, OSPF and I S-1S are
provi ded.

Control in the IP over Optical networks is facilitated by MPLS
control plane. Each node consists of an integrated IP router and
optical layer crossconnect (OLXC). The interaction between the
router and OLXC | ayers is defined. Signaling anong various nodes is
achi eved using CR LDP and RSVP protocols.

The managenent functionality in optical networks is still being
devel oped. The issues of link initialization and perfornmance
monitoring are summari zed in this docunent.

Wth the introduction of IP in tel econmunications networks, there is
tremendous focus on reliability and availability of the new I P-
optical hybrid infrastructures. Automated establishnent and
restoration of end to end paths in such networks require
standardi zed signaling and routing nmechani sns. Layering nodel s that
facilitate fault restoration are discussed. A better integration
between I P and optical will provide opportunities to inplenent a
better fault restoration.

This —01 revision contai ns updated di scussion on signaling (Section
4) and fault restoration (Section 6).
Conventions used in this docunent
The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in
this docunent are to be interpreted as described in RFC 2119.
Cont ent s:
1. Overview
1.1 Introduction
1.2 Network Model s

2. Optical Swtch Architecture
2.1 I sonorphic Relations between OXCs and LSRs
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Di stinctions between OXCs and LSRs

| sonor phi ¢ Rel ati ons between LSPs and Li ght pat hs

Di stinction between LSPs and Li ght pat hs

CGeneral Requirenments for the OXC Control Plane
2.5.1 Overview of the MPLS Traffic Engi neering Control
2.5.2 OXC Enhancenents to Support MPLS Control Pl ane
2.5.3 MPLS Control Pl ane Enhancenents

2.6 MPLS Traffic Engineering Control Plane with OXCs

.2
.3
.4
. 5

3 Routing in Optical Networks

3.1 Models for IP-Optical Network Interaction
3.1.1 Overl ay Mbodel
3.1.2 Integrated/ Augnent ed Model
3.1.3 Peer Model

3.2 Lightpath Routing
3.2.1 What is an | GP?
3.2.2 How does MPLS cone into the picture?
3.2.3 Lightpath Sel ection

3.3 I S 1S/ OSPF Enhancenent s
3.3.1 Link Type
3.3.2 Link Media Type (LM)
3.3.3 Link ID
3.3.4 Local Interface |IP Address
3.3.5 Renpte Interface | P Address
3.3.6 TE Metric
3.3.7 Path TLV
3.3.8 Shared R sk Link G oup TLV

3.4 Control Channels, Data Channels and |IP Links
3.4.1 Excluding Data Traffic from Control Channels
3.4.2 Forwardi ng Adj acenci es
3.4.3 Two-way Connectivity
3.4.4 Optical LSAs

3.5 Open Cpéstions

4. Contro
4.1 MPLS Control Plane
4.2 Addressing
4.3 Path Setup
4. 3.1 Resource Discovery

4.3.2 Route cal cul ation

4.3.3 UNI Pat h provisioning

4.3.4 Basic Path Setup Procedure for NN
4.4 Signaling protocols

4.4.1 CR-LDP Extensions for Path Setup

4.4.2 RSVP Extensions for Path Setup
.5 Stream Control Transm ssion Protocol (SCTP)
.6 Generalized MPLS
.7 Configuration Control Using GSMP
.8 Resource Discovery Using NHRP

A D

5. Optical Network Managenent
5.1 Link Initialization
5.1.1 Control Channel Managenent
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5.1.2 Verifying Link Connectivity
5.1.3 Fault Localization
5.2 Optical Performance Monitoring (OPM

6. Fault restoration in Optical networks
6.1 Layering
1.1 Layer 1 Protection
.2 Layer 0O Protection
.3 I P layer protection
.4 MPLS — The link
Det ecti on
Notification
.1 Reverse Notification Tree (RNT)
on Options
Dynam ¢ Protection
Pre-negoti ated Protection
End to end repair
Local Repair
Li nk Protection
Pat h Protection
Revertive Mode
Non-revertive Mode
1+1 Protection
.10 1:1, 1:n, and n:m Protection
11 Recovery Ganularity
6.5 Slgnallng Requirenments related to Restoration
6.6 RSVP/ CR-LDP Support for Restoration
6.7.1 Proposed Extensions for Protection Paths
6.7 Fast restoration of MPLS LSPs
6.7.1 L1/L2/L3 Integration
6.7.2 An Exanpl e
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1.1 I ntroduction

Chal | enges presented by the exponential growh of the Internet have
resulted in the intense demand for broadband services. In

sati sfying the increasing demand for bandw dth, optical network

t echnol ogi es represent a uni que opportunity because of their al nost
unlimted potential bandw dth.

Recent devel opnents in wavel engt h-division nmultiplexing (DM

technol ogy have dramatically increased the traffic capacities of
optical networks. Research is ongoing to introduce nore intelligence
in the control plane of the optical transport systens, which wll
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make them nore survivable, flexible, controllable and open for
traffic engineering. Sone of the essential desirable attributes of
optical transport networks include real-time provisioning of

I i ght pat hs, providing capabilities that enhance network
survivability, providing interoperability functionality between
vendor -speci fic optical sub-networks, and enabling protection and
restoration capabilities in operational contexts. The research
efforts now are focusing on the efficient internetworking of higher
| ayers, primarily P with WDM | ayer.

Along with this WDM network, |IP networks, SONET networ ks, ATM
backbones shall all coexist. Various standardization bodi es have
been involved in determning an architectural framework for the
interoperability of all these systens.

One approach for sending IP traffic on WDM networks woul d use a

mul ti-1layered architecture conprising of | P/MPLS | ayer over ATM over
SONET over WDM | f an appropriate interface is designed to provide
access to the optical network, multiple higher |ayer protocols can
request lightpaths to peers connected across the optical network.
This architecture has 4 managenent |ayers. One can also use a
packet over SONET approach, doing away with the ATM | ayer, by
putting | P/PPP/HDLC into SONET fram ng. This architecture has 3
managenent |ayers. A few problens of such nulti |ayered
architectures have been studi ed.

. +
| P/ MPLS
. + eeemmeeeaeaaaa- +
ATM | P/ MPLS
. e + . +
SONET SONET | P/ MPLS
. e + . +
VDM VDM VDM
. e + . +
(4 LAYERS) (3 LAYERS) (2 LAYERS)

Figure 1: Layering Architectures Possible
The fact that it supports nultiple protocols, will increase
conplexity for IP-WDM i ntegration because of various edge-
interworkings required to route, map and protect client signals
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across WDM subnetworks. The existence of separate optical |ayer
protocol s may increase managenent costs for service providers.

One of the nmain goals of the integration architecture is to nmake
optical channel provisioning driven by IP data paths and traffic
engi neering nechanisns. This will require a tight cooperation of
routing and resource managenent protocols at the two |ayers. The
mul ti-1layered protocols architecture can conplicate the tinely flow
of the possibly | arge anount of topol ogical and resource

i nformation.

Anot her problemis with respect to survivability. There are various
proposal s stating that the optical layer itself should provide
restoration/protection capabilities of some form This will require
careful coordination with the nechanisns of the higher |ayers such
as the SONET Automatic Protection Swtching (APS) and the IP re-
routing strategies. Hold-off tinmers have been proposed to inhibit

hi gher | ayers backup nmechani sns.

Probl enms can also arise fromthe high level of nultiplexing done.
The optical fiber links contain a | arge nunber of higher |ayer flows
such as SONET/SDH, IP flows or ATM VCs. Since these have their own
mechani snms, a fl oodi ng of al arm nessages can take pl ace.

Hence, a nuch closer IP/WDMintegration is required. The

di scussions, henceforth in this docunent, shall be of such an
architecture. There exist, clouds of IP networks, clouds of VDM
networks. Transfer of packets froma source IP router to a
destination is required. How the conbination does signaling to find
an optimal path, route the packet, and ensure survivability are the
topi cs of discussion.

Mul ti-Protocol Label Switching (MPLS) for I P packets is believed to
be the best integrating structure between IP and WDM  MPLS brings
two mai n advantages. First, it can be used as a powerful instrunent
for traffic engineering. Second, it fits naturally to WM when
wavel engths are used as | abels. This extension of the MPLS is
called the Miulti-protocol |anbda swtching.

Thi s docunent starts off with a description of the optical network
nodel . Section 2 describes the correspondence between the optical
network nodel and the MPLS architecture and how it can bring about
the inter-working. Section 3 is on routing in this architecture.

It al so describes 3 nodels for |ooking at the IP cloud and the
Optical cloud nanely the Overlay nodel, the augnented nodel and the
peer nodel. Sections 4 and 5 are on control, signaling and
managenent, respectively. Section 6 is on restoration. Acronyns and
gl ossary are defined in Sections 8 and 9.

1.2 Networ k Model

The network nodel consists of IP routers attached to an optical core
network. The optical network consists of multiple optical
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crossconnects (OXCs) interconnected by optical |links. Each OXCis
capable of switching a data streamusing a switching function
control |l ed by appropriately configuring a crossconnect table. Thus,
in this docunent, the termOXC is used to denote the hybrid node
consisting of swtching elenent referred to as optical |ayer
crossconnect (OLXC) and a control plane. The switching within the
OXC can be acconplished either in the electrical domain, or in the
optical domain. In this network nodel, a switched lightpath is
established between IP routers. Designing an |P-based control plane
shoul d i ncl ude designing standard signaling and routing protocols
for coherent end-to-end provisioning and restoration of |ightpaths
across nmultiple optical sub-networks, and determning |IP
reachability and seanl ess establishnment of paths fromone |IP end-
poi nt to another over an optical core network.

Several standards organi zations and interoperability foruns have
initiated work itens to study the requirenents and architectures for
reconfi gurabl e optical networks, under-scoring the inportance of
versatile networking capabilities in the optical domain. |TUT
recomendation G 872, for exanple, defines a functional architecture
for an optical transport network (OIN) that supports the transport
of digital client signals. It defines OIN as "a transport network
bounded by optical channel access points". The architecture of

G 872's OIN is based on a | ayered structure, which includes:

(a) An optical channel (OCh) |ayer network: The optical channel

| ayer network supports end-to-end networking of optical channel
trails (called lightpaths in I ETF) providing functionality's |ike
routing, nonitoring, groom ng, and protection and restoration of
optical channels.

(b) an optical multiplex section (OVM5) |ayer network : The opti cal
mul ti pl ex section | ayer provides the transport of the optical
channels. The information contained in this layer is a data stream
conprising a set of n optical channels, which have a defined

aggr egat e bandw dt h.

(c) an optical transm ssion section (OIS) |ayer network : This
provides functionality for transm ssion of the optical signals on
optical nedia of different types.

To realize the functions in the OCh |ayer, an optical crossconnect
wi th rearrangeable switch fabrics and a control plane wll be
critical. 1In the existing IP-centric data network domain, the
functionalities of the OCh |ayer are perforned by the MPLS traffic
engi neering control plane. Thus, there is a simlarity between the
| P/ MPLS over WDM and the | TU recomrendati on.

In the follow ng section, we stress on the relations that exist
between the all-optical crossconnects of the optical networks and
the | abel switch routers of the MPLS networks and identify how the
control plane nodel of MPLS traffic engineering (TE) can be applied
to that of optical transport networks. Before a control plane nodel
for the optical networks based on the MPLS control plane traffic
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engi neering i s proposed, we discuss howthe simlarities can help to
expose the reusable software artifacts fromthe MPLS traffic

engi neering control plane nodel. Consider an |IP-centric hybrid
optical internetworking environment, which consist of both LSRs and
OXCs. Let us assune that OXCs are programrabl e and support

wavel engt h conver si on.

2. Optical Swtch Architecture

Mul ti protocol Label Switching is a swtching nethod in which a | abel
field in the incomng packets is used to determ ne the next hop. At
each hop, the incom ng | abel is replaced by another |abel that is
used at the next hop. The path thus realized is called a Label
Switched Path (LSP). Each LSP has a set of criteria associated with
it, which describes the traffic that traverses the LSP. This set of
criteria groups the incomng traffic into classed called “Forwarding
Equi val ence C asses (FECs).” LSPs are setup using signaling
protocols |like RSVP or CR-LDP. A device that can classify traffic
into FECs is called a | abel edge router (LER) while the devices

whi ch base their forwardi ng decision only on the basis of the
incomng |abels (and ports) are called Label Switched Routers
(LSRs).

Here we consider a hybrid, IP-centric optical internetworking

envi ronnent consisting of both [abel switching routers (LSRs) and
OXCs. The OXCs are programmabl e and support wavel ength conversi on
and translation. It is inportant here to enunerate the rel ations
and di stinctions between OXCs and LSRs to expose the reusable
software artifacts fromthe MPLS traffic engi neering control plane
nodel . Both OXCs and LSRs enphasi ze probl em deconposition by
architecturally decoupling the control plane fromthe data pl ane.

2.1 I sonorphic Relations between OXCs And LSRs

While an LSR s data pl ane uses the | abel swapping paradigmto
transfer a | abel ed packet froman input port to an output port, the
data plane of an OXC uses a switch matrix to provision an |ightpath
froman input port to an output port. An LSR perforns |abel
switching by establishing a relation between an <input port, input

| abel > tupl e and an <output port, output |abel> tuple. Simlarly,
OXC provisions lightpath by establishing a relation between an

<i nput port, input optical channel> tuple and an <output port,

out put optical channel> tuple. The functions of the control plane
of both LSRs and OXCs include resource discovery, distributed
routing control, and connection managenent. LSR s control plane is
used to discover, distribute, and maintain rel evant state
information related to the MPLS network, and to instantiate and

mai ntai n | abel swi tched paths (LSPs) under various MPLS traffic
engi neering rules and policies. OXC s control plane is used to

di scover, distribute, and maintain relevant state information
associated wth the OIN, and to establish and maintain |ightpaths
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under various optical internetworking traffic engineering rules and
policies [ Amduche99].

2.2 Distinctions Between OXCs And LSRs

Current generation of OXCs and LSRs differ in certain
characteristics. Wile LSRs are datagram devices that can perform
certain packet |evel operations in the data plane, OXCs cannot. It
cannot perform packet |evel processing in the data plane.
Conceptual ly another difference is there, which is that the
forwarding information is carried explicitly in LSRs as part of the
| abel s appended to the data packets, while in the OXCs sw tching
information is not appended to the data packet, rather it is inplied
fromthe wavel ength or the optical channel

2.3 I sonorphic Relations between LSPs and Li ght pat hs

Both the explicit LSPs and |ightpaths exhibit certain commonalties.
For exanple, both of themare the abstractions of unidirectional,

poi nt-to-point virtual path connections. An explicit LSP provides a
paraneteri zed packet-forwarding path (traffic-trunk) between ingress
LSR and an egress LSR, while a lightpath provides an optical channel
bet ween two endpoints for the transport of digital client signals

[ Amuduche99]. Anot her commnality is that the payl oad carried by
both LSPs and |ightpaths are transparent along their respective
paths. They can be paraneterized to stipulate their performance,
behavi oral, and survivability requirements fromthe network. Paths
that satisfy some denands and policy requirenents subject to sonme
constraints inposed by the operational environnment can be sel ected
usi ng constraint-based routing schenme. There are certain
simlarities in the allocation of |abels to LSPs and in the

al l ocation of wavel engths to |ightpaths.

2.4 Distinction between LSPs and Li ght pat hs

There is one major distinction between LSPs and OCTs in that LSPs
support | abel stacking, but the concept simlar to |abel stacking,
i.e., wavel ength stacking doesn't exist in the optical domain at
this tine.

2.5 Ceneral Requirenents for the OXC Control Pl ane

This section describes sone of the requirements for the OXC contro
pl ane with enphasis on the routing conponents. Sone of the key
aspects to these requirenents are: (a) to expedite the capability to
establish lightpaths, (b) to support traffic engineering functions,
and (c) to support various protection and restoration schenes.

Since the historical inplenentation of the "control plane" of

optical transport networks via network managenent has detrinenta
effects like slow restoration, preclusion of distributed dynamc
routing control, etc., notivation is to inprove the responsiveness
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of the optical transport network and to increase the |evel of
interoperability wthin and between service provi der networks.

In the follow ng sections, we summarize the enhancenents that are
required in the OXCs to support the MPLS TE as well as the changes
required in the MPLS control plane to adapt to the OXCs. The next
section gives a brief overview of MPLS traffic engineering.

2.5.1 Overview O The MPLS Traffic Engineering Control

In this section, we discuss the conponents of the MPLS traffic
engi neering control plane nodel, which include the follow ng nodul es
[ Amuduche99] :

(a) Resource discovery.

(b) State information dissemnation to distribute rel evant
informati on concerning the state of the network. The state of the
network includes topol ogy and resource availability information.
This can be acconplished by extendi ng conventional interior gateway
protocols (I1GPs) to carry additional information in their link state
advertisenents.

(c) Path selection that is used to select an appropriate route

t hrough the MPLS network for explicit routing. It is inplenented by
i ntroduci ng the concept of constraint-based routing which is used to
conpute paths that satisfy certain constraints, including
constraints inposed by the operational environnent.

(d) Path managenent, which includes |abel distribution, path

pl acenment, path mai ntenance, and path revocation. These functions
are inplenmented through a signaling protocol, such as the RSVP
extensions or through CR-LDP. The above conponents of the MPLS
traffic engineering control plane are separable, and independent of
each other, and hence it allows an MPLS control plane to be

i npl enented using a conposition of best of breed nodul es.

2.5.2 OXC Enhancenents to Support MPLS Control Pl ane

This section discusses sone of the enhancenments to OXCs to support
MPL(anbda) S. (a) There should be a mechanismto exchange contro

i nformati on between OXCs, and between OXCs and other LSRs. This can
be acconplished in-band or quasi-in-band using the sanme |inks that
are used to carry data-plane traffic, or out-of-band via a separate
network. (b) An OXC should be able to provide the MPLS traffic

engi neering control plane with pertinent information regarding the
state of individual fibers attached to that OXC, as well the state
of individual |ightpaths or lightpaths within each fiber.(c) Even
when an edge LSR does not have WDM capabilities, it should stil

have the capability to exchange control information with the OXCs in
t he donmai n.
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2.5.3 MPLS Control Pl ane Enhancenents

Thi s section discusses the enhancenents that are to be made in the
MPLS control plane to support MPL(anbda)S [ Basak99].

An MPLS domain may consist of links with different properties
dependi ng upon the type of network elenents at the endpoints of the
links. Wthin the context of MPL(anbda)S, the properties of a link
consisting of a fiber wwth WOM that interconnects two OXCs are
different fromthat of a SONET |ink that interconnects two LSRs. As
an exanple, a conventional LSP cannot be term nated on a |ink
connected to a pure OXC. However, a conventional LSP can be
certainly be termnated on a Iink connected to a frane-based LSR
These differences should be taken into account when perform ng path
conputations to determne an explicit route for an LSP. It is also
feasible to have the capability to restrict the path of some LSPs to
links with certain characteristics. Path conputation algorithnms my
then take this information into account when conputing paths LSPs.

If there are nultiple control channels and bearer channel s between
two OXCs, then there nmust be procedures to associ ate bearer channels
to corresponding control channels. Procedures are required to de-
mul ti plex the control traffic for different bearer channels if a
control channel is associated with nultiple bearer channels.
Procedures are al so needed to activate and deactivate bearer
channels, to identify the bearer channels associated with any given

physical link, to identify spare bearer channels for protection
purposes, and to identify inpaired bearer channels, particularly, in
the situation where the physical |inks carrying the bearer channel

are not inpaired.

Signaling protocols (RSVP and CR-LDP) need to be extended with

obj ects that can provide sufficient details to establish
reconfiguration paraneters for OXC switch elenents. |GP should be
extended to carry information about the physical diversity of the
fibers. |1GP should be able to distribute information regarding the
al | ocat abl e bandwi dth granularity of any particular |ink.

2.6 MPLS Traffic Engineering Control Plane with OXCs

In I P-centric optical interworking systens, given that both OXCs and
LSRs require control planes, one option would be to have two
separate and i ndependent control planes [Awmduche99]. Anot her
option is to develop a uniformcontrol plane that can be used for
both LSRs and OXCs. This option of having a uniformcontrol plane
will elimnate the adm nistrative conplexity of managi ng hybrid
optical internetworking systens with separate, dissimlar control
and operational semantics. Specialization nay be introduced in the
control plane, as necessary, to account for inherent peculiarities
of the underlying technol ogi es and networki ng contexts. A single
control plane would be able to span both routers and OXCs. In such
an environnent, a LSP could traverse an interm x of routers and
OXCs, or could span just routers, or just OXCs. This offers the
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potential for real bandw dt h-on-demand networking, in which an IP
router may dynam cally request bandw dth services fromthe optica
transport network.

To bootstrap the system OXCs nust be able to exchange contro
information. One way to support this is to pre-configure a

dedi cated control wavel ength between each pair of adjacent OXCs, or
bet ween an OXC and a router, and to use this wavel ength as a

supervi sory channel for exchange of control traffic. Another
possibility would be to construct a dedicated out-of-band I P network
for the distribution of control traffic.

Though an OXC equi pped with MPLS traffic engi neering control plane
woul d resenbl e a Label Switching Router; there are sone inportant
distinctions and limtations. The distinction concerns the fact
that there are no anal ogs of | abel nerging in the optical domain,
which inplies that an OXC cannot nerge several wavel engths into one
wavel ength. Another major distinction is that an OXC cannot perform
t he equi val ent of |abel push and pop operation in the optical
domain. This is due to lack of the concept of pushing and popping
wavel engths is infeasible with contenporary comrerci al optical
technologies. Finally, there is another inportant distinction,
which is concerned with the granularity of resource allocation. An
MPLS router operating in the electrical domain can potentially
support an arbitrary nunber of LSPs with arbitrary bandw dth
reservation granularities, whereas an OXC can only support a
relatively small nunber of |ightpaths, each of which will have
coarse discrete bandwi dth granularities.

3. Routing in Optical Networks

The optical network nodel considered in this draft consists of
multiple Optical Crossconnects (OXCs) interconnected by optical
links in a general topology (referred to as an "optical nesh
network"). Each OXC is assuned to be capable of switching a data
streamfroma given input port to a given output port. This
switching function is controlled by appropriately configuring a
crossconnect table. Conceptually, the crossconnect table consists

of entries of the form<input port i, output port j>, indicating
that data streamentering input port i wll be switched to output
port j. An "lightpath" froman ingress port in an OXC to an egress

port in a renote OXC is established by setting up suitable
crossconnects in the ingress, the egress and a set of internediate
OXCs such that a continuous physical path exists fromthe ingress to
the egress port. Lightpaths are assuned to be bi-directional, i.e.,
the return path fromthe egress port to the ingress port fol l ows the
sanme path as the forward path.

It is assumed that one or nmore control channel s exi st between
nei ghbori ng OXCs for signaling purposes.

3.1 Models for IP-Optical Network Interaction
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Sone of the proposed nodels for interaction between |IP and optical
conponents in a hybrid network are [Luciani 00]:

(1) Overlay nodel
(2) Integrated/ Augnented nodel
(3) Peer nodel

The key consideration in deciding which nodel is whether there is a
si ngl e/ separate nonolithic routing and signaling protocol spanning
the P and the Optical domains. |If there are separate instances of
routing protocols running for each domain then 1) what is the
interface defined between the two protocol instances? 2) Wat kind
of information can be | eaked from one protocol instance to the
other? 3) Wuld one | abel switching protocol run on both domai ns?
If that were to be the case then how would | abels nap to

wavel engt hs? Al so, how would I P QoS paraneters be mapped into the
optical donain?

3.1.1 Overl ay Mbodel

Under the overlay nodel, IP is nore or |ess independent of the
optical subnetwork. That is IP acts as a client to the Optical
domain. In this scenario, the optical network provides point to

poi nt connection to the IP domain. The IP/MPLS routing protocols
are i ndependent of the routing and signaling protocols of the
optical layer. The overlay nodel nmay be divided into 2 parts:

a) Static Overlay Mddel: In this nodel path endpoints are specified
t hrough a network managenent system (NVS) though the paths nay be
laid out statically by the NM5 or dynam cally by the network

el ements. This would be simlar to ATM permanent virtual circuits
(PVCs) and ATM Soft PVCs (SPVCs).

b) Signaled Overlay Mddel: The path end-points are specified through
signaling via a User to Network Interface (UNI). Paths nust be laid
out dynamcally since they are specified by signaling. This is
simlar to ATMswitched virtual circuits (SVCs). The Optical Domain
Services Interoperability (ODSI) forumand Optical |nternetworking
Forum (O F) are also defining simlar standards for the Optical UN.
In these nodel s, user devices, which reside on the edge of the
optical network can signal and request bandwi dth dynam cally. These
nodel s use | P/optical layering. Endpoints are specified using a
port nunber/IP address tuple. PPP is used for service discovery
wherein a user device can di scover whether it can use ODSI or AF
protocols to connect to an optical port. Unlike MPLS there are no

| abel s to be setup. The resulting bandwi dth connection will | ook
like a | eased |ine.

3.1.2 Integrated/ Augnent ed Model
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In the integrated nodel, the MPLS/IP | ayers act as peers of the
optical transport network, such that a single routing protocol

i nstance runs over both the I P/MPLS and optical domains. A common
IGP like OSPF or I1S-1S, with appropriate extensions may be used to
di stribute topology information. Also this nodel assunes a common
address space for the optical and IP domain. 1In the augnented
nmodel , there are actually separate routing instances in the IP and
optical domains but information fromone routing instance is |eaked
into the other routing instance. For exanple |IP addresses could be
assigned to optical network el ements and carried by optical routing
protocols to allow reachability information to be shared with the IP
domain to support sone degree of autonmated di scovery.

3.1.3 Peer Model

The peer nodel is sonmewhat simlar to the integrated nodel in that
the IP reachability informati on m ght be passed around wthin the
optical routing protocol but the actual flowwll be term nated at
the edge of the optical network and will only be reestablished upon
reachi ng a non-peer capabl e node at the edge of the optical domain
or at the edge of the domain, which inplenents both the peer and the
over | ay nodel s.

3.2 Lightpath Routing
3.2.1 What is an | GP?

An IGP is an interior gateway routing protocol. Exanples of |GPs
woul d be OSPF and I S-1S. [1GPs are used to exchange state
information within a specified adm nistrative domain and for

t opol ogy di scovery. This exchange of information inside the domain
is done by advertising the Link state information periodically.

Pl ease refer to [OSPF] and [IS-IS] for nore details.

3.2.2 How does MPLS fit into the picture?

Wil e the idea of bandw dth-on-demand is certainly not new, existing
net wor ks do not support instantaneous service provisioning. Current
provi si oning of bandwi dth is painstakingly static. Activation of

| arge pi pes of bandw dth takes anything fromweeks to nonths. The

i mm nent introduction of photonic swtches in the transport networks
opens new perspectives. Conbining the bandw dth provisioning
capabilities of photonic switches with the traffic engineering
capabilities of MPLS, wll allow routers and ATM swi tches to request
bandw dt h where and when they need it.

3.2.3 Lightpath Sel ection
The lightpath routing systemis based on the MPLS Constraint based
routing nodel. Figure 2 illustrates lightpath selection. These
systens use CR-LDP or RSVP to signal MPLS paths. These protocols
can source route by consulting a traffic engi neering database, which
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is maintained along with the | GP database. This information is
carried opaquely by the I1GP for constraint based routing. |[If RSVP
or CR-LDP is used solely for |abel provisioning, the IP router
functionality nust be present at every |abel switch hop along the
way. Once the | abel has been provisioned by the protocol then at
each hop the traffic is switched using the native capabilities of
the device to the eventual egress LSR To exchange information
using 1GP protocols |ike OSPF and I S-1S, certain extensions need to
be made to both of these to support MPL(anbda) sw tching.

Fommaa + Fommaa + Fommaa +
| | <----- >| Pat h | | OSPF |
| CR-LDP | +-->| Sel ect or | | |
I I I I | TE EXT |
I + oo -+ +---| OPT EXT |
| INECEEEEEES +
v I
S IR + | S IR +
Fommm - + | TE | | [1S-1S |
| | | Dat abase| | |
| RSVP | <--+ | | | | TE EXT
| | | | <--+---]OPT EXT |
Fommaa + Fommaa + Fommaa +

Figure 2: Lightpath Sel ection

3.3 | S-1 S/ CSPF Enhancenent s

OSPF defined in [OSPF] and IS-1S defined in [IS1S] are the commonly
depl oyed routing protocols in |large networks. OSPF/ 1S 1S have been
extended to include traffic engineering capability [Katz99],

[ SISTE]. There is a need to add the optical link state
advertisement (LSA) to OSPF/IS-1S to support |ightpath routing
conputation. The optical LSA would include a nunber of new el enents,
call ed TLVs (type-Ilength-val ue) because of the way they are coded.
The follow ng sections describe sone of the proposed TLVs.

3.3.1 Link Type

A network may have a link with many different characteristics. A

link type TLV allows identifying a particular type of |link. One way

to describe the Iinks would be [ WANGOO] :

a) Service transparent: Service transparent is a point-to-point
physi cal |ink.

b) Service aware: A service aware link is a point-to-point |ogica

optical |ink.

Anot her way of classifying the links is based on the types of end
nodes [ Konpell a00-a]. Nodes that can switch individual packets are
cal |l ed packet switch capable (PSC). Nodes that can transmt/receive
SONET payl oads are called tinme division multiplex (TDM capable.
Nodes that can switch individual wavel engths are call ed | anbda
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switch capable (LSC). Finally, nodes that switch entire contents of
one fiber into other are called fiber swtch capable (FSC

Li nks can be either physical (one hop) links or |ogical |inks
consisting of nultiple hop connections. Logical links are called
“Forwar di ng Adj acencies (FAs).” This leads to the foll ow ng types of
[inks:

a) PSC links end (term nate or egress) on PSC nodes. Dependi ng
upon the hierarchy of LSPs tunneled within LSPs, several
different types of PSC |inks can be defined.

b) TDM | inks end on TDM nodes and carry SONET/ SDH payl oads.
c) LSC Iinks end on LSC nodes and consi st of wavel engt hs.
d) FSC Iinks end on FSC nodes and consi st of fibers.

e) Forwardi ng Adj acency PSC (FA-PSC) |inks are forwarding
adj acenci es whose egress nodes are packet sw tching.

f) FA-TDM FA-LSC, and FA-LSP are forwardi ng adj acenci es whose
egress nodes are TDM LSC, and LSP capabl e, respectively.

3.3.2 Link Media Type (LMI)/Link Resource

A link may support a set of nedia types dependi ng on resource
availability and capacity of link. Such TLVs may have two fields of
which the first one defines the nedia type, and the second field
defines the |lowest priority at which the nedia is avail able

[ Konpel | a00-a] . Link Media Types present a new constraint for LSP
path conputation. Specifically when a LSP is setup and it includes
one or nore subsequences of |inks which carry the LMI TLV then for
all the links within each subsequence the encoding has to be the
sane and the bandwi dth has to be at |east the LSP's specified
bandwi dt h. The total classified bandw dth avail abl e over one |ink
can be classified using a resource conponent TLV [WAN®O]. This TLV
represents a group of |anbdas with the sanme |ine encoding rate and
total current avail able bandw dth over these | anbdas. This TLV

describes all |anbdas that can be used on this link in this
di rection grouped by encoding protocol. There is one resource
conponent per encoding type per fiber. If multiple fibers are used

per link there will be a resource conponent per fiber to support
fiber bundling.

3.3.3 Link ID

An identifier that identifies the optical link exactly as the point-
t o- poi nt case for TE extensions.

3.3.4 Local Interface | P Address
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The interface address may be omtted in which case it defaults to
the router address of the | ocal node.

3.3.5 Renote Interface | P Address

Thi s address may be specified as an | P address on the renote node or
the router address of the renote node.

3.3.6 Traffic Engineering (TE) Metric
This netric value can be assigned for path sel ection.

3.3.7 Path TLV

When an LSP advertises a forwardi ng adjacency into an IGP, it may be
desirable to carry the information about the path taken by this
adj acency. Other LSRs may use this information for path cal cul ation.

3.3.8 Shared R sk Link G oup TLV

A set of links may constitute a 'shared risk link group’ (SRLG if
they share a resource whose failure may affect all links in the set.
An exanple would be two fibers in the sanme conduit. Also, a fiber
may be part of nore than one SRLG

3.4 Control Channels, Data Channels, and | P Links

A pair of OXCs is said to be neighbors fromthe MPLS point of view
if they are connected by one or nore |ogical or physical channels.

| f several fibers share the sane TE characteristic then a single
control channel would suffice for all of them Fromthe |IGP point
of view this control channel along with all its fibers forma single
P link. Sonetines fibers nmay need to be divided into sets that
share the sane TE characteristic. Corresponding to each such set,
there must be a logical control channel to forman IP link. Al of
the nmultiple logical control channels could be realized via one
common control channel. When an adjacency is established over a

| ogi cal control channel that is part of an IP link fornmed by the
channel and a set of fibers, this link is announced into |IS-1S/ OSPF
as a "normal" link; the fiber characteristics are represented as TE
paraneters of that link. If there are nore than one fiber in the
set, the set is announced using bundling techniques discussed in

[ Konpel | a00- b] .

3.4.1 Excluding Data Traffic from Control Channels

The control channels between OXCs or between an OXC and a router are
generally neant for | ow bandwi dth control traffic. These control
channel s are advertised as normal IP |links. However if regular
traffic is forwarded on these links the channel capacity may soon be
exhausted. To avoid this, if we assune that data traffic is sent
over BCGP destinations and control traffic is sent to | GP
destinations. Ways to do this are discussed in [ KOWELLAOO-a].
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3.4.2 Forwardi ng Adj acenci es

An LSR at the head of an LSP may advertise this LSP as a link into a
link state 1GP. When this LSP is advertised into the same instance
of the 1GP as the one that determ nes the route taken by this

adj acency then such a link is called a "forwardi ng adjacency". Such
an LSP is referred to as a "forwardi ng adj acency LSP" or just FA-
LSP. Forwardi ng adj acencies may be statically provisioned or
created dynam cally. Forwarding adjacencies are by definition

uni di recti onal

When a forwardi ng adjacency is statically provisioned, the
paranmeters that can be configured are the head-end address, the

tail -end address, bandw dth, and resource color constraints. The
path taken by the FA-LSP can be conputed by the Constrained Shortest
Pat h Formul ati on (CSPF) nechani smor MPLS TE or by explicit
configuration. When a forwardi ng adj acency is created dynam cally
its paraneters are inherited by the LSP which induced its creation.
Note that the bandw dth of the FA-LSP nust be at |east as big as the
LSP that induced it.

When a FA-LSP is advertised into I S-1S/OSPF, the link type
associated wwth this LSP is the link type of the last link in the
FA-LSP. Sonme of the attributes of this Iink can be derived fromthe
FA-LSP but others need to be configured. Configuration of the
attributes of statically provisioned FAs is straightforward, but for
dynam cal |y provisioned FAs a policy-based nechani sm nmay be needed.

The link nmedia type of the FAis the nost restrictive of the link
medi a types of the conponent |inks of the forwardi ng adj acency. FAs
may not be used to establish peering relationships between routers
at the end of the adjacencies but nmay only be used for CSPF
conput at i on.

3.4.3 Two-way Connectivity

CSPF shoul dn't perform any two-way connectivity check on |inks used
by CSPF. This is because sone of the links are unidirectional and
may be associated with forwardi ng adj acenci es.

3.4.4 Optical LSAs

There needs to be a way of controlling the protocol overhead

i ntroduced by optical LSAs. One way to do this is to nake sure that
a Link State Advertisenent happens only when there is a significant
change in the value of netrics since the |ast advertisement. A
definition of significant change is when the difference between the
currently avail abl e bandw dth and | ast adverti sed bandw dth crosses
a threshold [ WANGIO]. The frequency of these updates can be
decreased dramatically using event driven feedback.

3.5 Open Questions
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Sone issues that have not been resolved so far are: How to ensure
that end-to-end information i s propagated across as an opti cal

net wor k? How to acconmpdate proprietary optim zations within optical
sub-networks for provisioning and restoration of |ightpaths? Wether
dynam ¢ and preconpiled information can be used and if so what is
the interaction between then? What QOS rel ated paraneters need to be
defined? How to ensure fault tol erant operation at protocol |evel
when hardware does not support fault tolerance? How to address
scalability issues? What additional nodifications are required to
support a network for routing control traffic?

4. Signaling & Contro

Signaling refers to messages used to comruni cate characteristics of
servi ces requested or provided. This section discusses a few of the
signaling procedures. It is assuned that there exists sonme default
communi cati on nmechani sm between routers prior to using any of the
routi ng and signaling mechani sns.

4.1 MPLS Control Pl ane

A candi date system architecture for an OXC equi pped with an MPLS
control plane nodel is shown in Figure 3.

The salient feature of the network architecture is that every node
in the network consists of an IP router and a reconfigurable OLXC
The I P router is responsible for all non-local managenent functions,
i ncl udi ng the managenent of optical resources, configuration and
capacity managenent, addressing, routing, traffic engineering,

t opol ogy di scovery, exception handling and restoration. In general,
the router nay be traffic bearing, or it may function purely as a
controller for the optical network and carry no I P data traffic.

Al though the I P protocols are used to performall managenent and
control functions, lightpaths may carry arbitrary types of traffic.

The 1P router inplenents the necessary |IP protocols and uses IP for
signaling to establish |lightpaths. Specifically, optical resource
managenent requires resource availability per link to be propagated,
inplying link state protocols such as OSPF. Between each pair of

nei ghbors in the network, one comruni cation channel exists that
allows router to router connectivity over the channel. These
signaling channels reflect the physical topology. Al traffic on the
signaling channel is IP traffic and is processed or forwarded by the
router. Multiple signaling channels may exi st between two nei ghbors
and some may be reserved for restoration. Therefore, we can assune
that as long as the |link between two neighbors is functional, there
is a signaling channel between those nei ghbors.

| OXC WTH MPLS CONTROL PLANE |
I I
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I I
| MPLS Control Plane|

I I
| Control Adaptation

| OXC Swi tch |
| Controller |

I
OXC Switch Fabric |
| OXC Data Pl ane |

Figure 3: OXC Architecture

The I P router communi cates with the OLXC device through a | ogica
interface. The interface defines a set of basic primtives to
configure the OLXC, and to enable the OLXC to convey information to
the router. The nediation device translates the logical primtives
to and fromthe proprietary controls of the OLXC. ldeally, this
interface is both explicit and open. W recognize that a particul ar
realization may integrate the router and the OLXC into a single box
and use a proprietary interface inplenentation. Figure 4
illustrates this inplenentation.

The following interface primtives are exanples of a proposal for
comruni cati on between the router and the OLXC within a node:

a) Connect (i nput link, input channel, output |ink, output channel):
Commands sent fromthe router to the OLXC requesting that the OLXC
crossconnect input channel on the input link to the output channel

on the output |ink.

b) Di sconnect (i nput |ink, input channel, output |ink, output
channel): Command sent fromthe router to the OLXC requesting that

it disconnect the output channel on the output link fromthe
connected input channel on the input |ink.

I I
| Rout er modul e |
I I
I I
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Figure 4: Control Plane Architecture

c) Bridge(input link, input channel, output |ink, output channel):
Command sent fromthe router controller to the OLXC requesting the
bridgi ng of a connected input channel on input |ink to another

out put channel on output |ink.

d) Switch(old input link, old input channel, new input |ink, new

i nput channel, output |ink, output channel): Switch output port from
the currently connected input channel on the input link to the new

i nput channel on the new input link. The switch primtive is

equi valent to atomcally inplenenting a disconnect(old input

channel, old input |ink, output channel, output link) followed by a
connect (new i nput |ink, new input channel, output |ink, output
channel ).

e) Al arn(exception, object):

Command sent fromthe OLXC to the router informng it of a failure
detected by the OLXC. The object represents the el enent for which
the failure has been detected.

For all of the above interfaces, the end of the connection can al so
be a drop port.

4.2 Addressing

Every network addressabl e el enent nust have an | P address.

Typically these el enents include each node and every optical |ink
and I P router port. Wen it is desirable to have the ability to
address individual optical channels those are assigned | P addresses
as well. The I P addresses nust be globally unique if the elenent is
gl obal Iy addressable. Oherw se domai n uni que addresses suffice. A
client must also have an I P address by which it is identified.
However, optical |ightpaths could potentially be established between
devi ces that do not support IP (i.e., are not IP aware), and

Many Aut hors | nformational - Expires May 2001 Page 21 of 57



| P over Optical Networks: Summary of |ssues Novenber 2000

consequently do not have |IP addresses. This could be handl ed either
by assigning an I P address to the device, or by assigning an address
to the OLXC port to which the device is attached. Whether or not a
client is IP aware can be discovered by the network using
traditional |P nechanisns.

4.3 Path Setup

This section describes a protocol proposed for setting up an end-to-
end lightpath for a channel. A conplete path m ght contain the two
endpoints and an array of internmediate OXCs for transport across the
optical network. This section describes the handshake used for ad-
hoc establishment of lightpaths in the network. Provisioning an end-
to-end optical path across multiple sub-networks involves the
establ i shment of path segnents in each sub-network sequentially.

I nside the optical domain, a path segnent is established fromthe
source OXC to a border OXC in the source sub-network. Fromthis
border OXC, signaling across the NNI is perforned to establish a
path segnment to a border OXC in the next sub-network. Provisioning
continues this way until the destination OXC is reached. To automate
this process, there are certain initiation procedures so as to
determ ne the route for each segnent (viz. |P host — |IP border
router, |IP border router - border OXC, between border OXCs).

4. 3.1 Resource Discovery

Routing within the optical network relies on know edge of network
t opol ogy and resource availability. The first step towards network-
wide link state determ nation is the discovery of the status of

| ocal links to all neighbors by each OXC. Each OXC nust determ ne
the aliveness of each optical |ink, the bandw dth and ot her
paraneters of the link, and the identity of the renote end of the
link. On boot, each network node goes through nei ghbor discovery
follow ng which it creates an inventory of |ocal resources and
resource hierarchies, nanely: channels, channel capacity,

wavel engths, and links. The end result is that each OXC creates a
port state database.

Topol ogy information is distributed and mai ntai ned usi ng standard
routing algorithns, e.g., OSPF and I1S-1S. On boot, each network
node goes through nei ghbor discovery. By conbining nei ghbor

di scovery with |l ocal configuration, each node creates an inventory
of local resources and resource hierarchies, nanely: channels,
channel capacity, wavel engths, and |inks.

For optical networks, the following informati on need to be stored at
each node and propagated throughout the network as OSPF |ink-state
i nformati on:

- Representation of the current network topology and the |link states
(which reflect the wavel ength availability). This can be achi eved
by associating with the link state,

- total nunber of active channels
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- nunber of allocated non-preenptable channels
- nunber of allocated preenptabl e channels
- nunber of reserved protection channels

- Optional physical |ayer paraneters for each link. These
paraneters are not expected to be required in a network with 3R
signal regeneration, but may be used in all-optical networks.

All of the required information is obtained via routing protocol
updates, and is propagated throughout the network. This requires
OSPF / 1S-1S wth appropriate extensions to handl e optical
paraneters as well.

4.3.2 Route cal cul ati on

D fferent mechanisns for routing exist [LucianiO00]. In the
integrated routing approach the I P and optical networks are assuned
to run the sanme instance of an IP routing protocol, e.g., OSPF with
suitable "optical" extensions. These extensions nust capture optical
link paraneters, and any constraints specific to optical networks.
This permts a router to conpute an end-to-end path to anot her
router across the optical network. In domain specific routing, the
routing protocol allows the separation of routing wthin the optical
and | P domains, with a standard routing protocol running between
domai ns. The routing information exchange within the domain is
performed using an interior gateway protocol (like OSPF or 1S-1S,
with appropriate traffic engineering and optical extensions) and

bet ween the domai ns using a protocol |ike Border Gateway Protocol
(BGP)

The route conputation, after receiving all network paraneters in the
formof |ink state packets, reduces to a mathematical problem It

i nvol ves solving a problem of Routing and Wavel engt h Assi gnnent
(RWA) for the new connection. The problemis sinplified if there

exi sts a wavel ength converter at every hop in the optical network.
But, current technol ogy invalidates such an assunption. Suitable
solutions already exist to the RWA probl em whi ch nmakes opti cal
routing a practical possibility.

The link state information is used to conpute the routes for

i ght pat hs being established. It is assuned that a request to
establish a lightpath may originate froman IP router (over the
UNI), a border node (over the NNI'), or a managenent system This
request is carry all required paraneters. After conputing the route,
the actual path establishnment conmences. Once path setup is conplete
the data transfer happens passively and is straightforward w t hout
much intervention fromthe control plane. The connection needs to be
mai nt ai ned as per the service | evel agreenents.

4.3.3 UNI Pat h Provisioning

The real handshake between the client network and the optical
backbone happens after performng the initial service & nei ghbor
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di scovery. The continued operation of the systemrequires that
client systens constantly register wwth the optical network. The
regi stration procedure aids in verifying |local port connectivity
bet ween the optical and client devices, and all ows each device to
| earn the | P address of the other to establish a UNI control
channel . The follow ng procedures nmay be nmade avail abl e over the
UNI :

* Client Registration: This service allows a client to register its
address(es) and user group identifier(s) with the optical network.
* Client De-Registration: This service allows a client to wthdraw
its address(es) and user group identifier(s) fromthe optical

net wor K.

The optical network primarily offers discrete capacity, high
bandw dt h connectivity in the formof |ightpaths. The properties of
the lightpaths are defined by the attributes specified during

i ghtpath establishnment or via acceptable nodification requests. To
ensure operation of the domain services nodel, the follow ng actions
need to be supported at the UNI so as to offer all essential

i ghtpath services. The UN signaling nessages are structured as
requests and responses [ UNI 00].

1. Lightpath creation: This action allows a lightpath with the
specified attributes to be created between a pair of term nation
points. Each lightpath is assigned a unique identifier by the
optical network, called the lightpath ID. Lightpath creation may
be subject to network-defined policies and security procedures.

2. Lightpath deletion: This action, originating fromeither end,
allows an existing lightpath (referenced by its ID) to be
del et ed.

3. Lightpath nodification: This action allows certain paranmeters of
the lightpath (referenced by its ID) to be nodified. Lightpath
nmodi fication nust not result in the | oss of the original
I i ght pat h.

4. Lightpath status enquiry: This service allows the status of
certain paraneters of the lightpath (referenced by its ID) to be
queri ed.

5. Notification: This action sends an aut ononobus nessage fromthe
optical network to client to indicate a change in the status of
the lightpath (e.g., non-restorable lightpath failure).

Thus, the above actions provision both edges of the overall

connection, while NNI provisioning builds the central portion of the

set up

4.3.4 Basic Path Setup Procedure for NN
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The nodel for provisioning an optical path across optical sub-
networks is as follows. A provisioning request may be received by a
source OXC fromthe client border IP router (or from a managenent
systen), specifying the source and destination end-points. The
source end-point is inplicit and the destination endpoint is
identified by the IP address. In both cases, the routing of an
optical path inside the optical backbone is done as follows

[ Pendar aki s00] :

* The source OXC | ooks up its routing information corresponding to
the specified destination IP address. If the destination is an OXC
in the source sub-network, a path maybe directly conputed to it. If
the destination is an external address, the routing information wl|
indicate a border OXC that would term nate the path in the source
sub-network. A path is conputed to the border OXC.

* The conputed path is signaled fromthe source to the destination
OXC within the source sub-network. The destination OXC in the source
sub-network determnes if it is the ultinmate destination of the
path. if it is, then it conpletes the path set-up process.

QO herwise, it determnes the address of a border OXC in an adj acent
sub-network that leads to the final destination. The path set-up is
signaled to this OXC using NNI signaling. The next OXC then acts as
the source for the path and the sane steps are repeated.

Thus, NN provisioning involves |ooking up in the routing table
conput ed by various schenes nentioned previously and perform ng path
setup within an optical sub-network. Techniques for |ink

provi sioning within the optical sub-network depends upon whether the
OXCs do or do not have wavel ength conversion. Both these cases are
di scussed bel ow.

4.3.4.1 Network with Wavel ength Converters

In an optical network with wavel ength conversion, channel allocation
can be perfornmed independently on different links along a route. A
i ghtpath request froma source is received by the first-hop router.
(The termrouter here denotes the routing entity in the opti cal
nodes or OXCs) A sanple format for the setup request has been
defined in [Chaudhuri00]. The first-hop router creates a |ightpath
setup nmessage and sends it towards the destination of the |ightpath
where it is received by the last-hop router. The lightpath setup is
sent fromthe first-hop router on the default routed |ightpath as
the payload of a nornmal | P packet with router alert. A router alert
ensures that the packet is processed by every router in the path. A
channel is allocated for the Iightpath on the downstream|ink at
every node traversed by the setup. The identifier of the allocated
channel is witten to the setup nessage.

Note that the lightpath is established over the |inks traversed by
the lightpath setup packet. After a channel has been allocated at a
node, the router communicates with the OLXC to reconfigure the OLXC
to provide the desired connectivity. After processing the setup,
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the destination (or the last-hop router) returns an acknow edgenent
to the source. The acknow edgnent indicates that a channel has been
al l ocated on each hop of the lightpath. It does not, however,
confirmthat the |lightpath has been successfully inplenmented (or
configured).

I f no channel is available on sone link, the setup fails, and a
message is returned to the first-hop router informng it that the
i ght path cannot be established. |If the setup fails, the first-hop
router issues a rel ease nessage to rel ease resources allocated for
the partially constructed lightpath. Upon failure, the first-hop
router may attenpt to establish the |lightpath over an alternate
route, before giving up on satisfying the original user request.
The first-hop router is obligated to establish the conplete path.
Only if it fails on all possible routes does it give a failure
notification to the true source.

4.3.4.2 Network w thout wavel ength converters

However, if wavel ength converters are not avail able, then a common
wavel ength nust be | ocated on each |link along the entire route,

whi ch requires sone degree of coordination between different nodes
i n choosing an appropriate wavel engt h.

Sections of a network that do not have wavel ength converters are
thus referred to as bei ng wavel ength conti nuous. A comon

wavel engt h must be chosen on each link along a wavel ength conti nuous
section of a |ightpath. Watever wavel ength is chosen on the first
link defines the wavel ength allocation along the rest of the
section. A wavel ength assignnent al gorithm nust thus be used to
choose this wavel ength. Wavel ength selection within the network
must be perfornmed within a subset of client wavel engths.

Optical non-linearity, chromatic dispersion, anplifier spontaneous
em ssion and other factors together may [imt the scalability of an
all-optical network. Routing in such networks may then have to take
i nto account noi se accumrul ati on and di spersion to ensure that

i ght paths are established with adequate signal qualities. Hence,
all routes becone geographically constrained so that they will have
adequate signal quality, and physical |ayer attributes can be

i gnored during routing and wavel ength assi gnnment.

One approach to provisioning in a network w thout wavel ength
converters would be to propagate information throughout the network
about the state of every wavelength on every link in the network.
However, the state required and the overhead invol ved i n maintaining
this informati on woul d be excessive. By not propagating individual
wavel ength availability information around the network, we nust

sel ect a route and wavel ength upon which to establish a new

[ ightpath, w thout detail ed know edge of wavel ength availability.

A probe nmessage can be used to determ ne avail abl e wavel engt hs al ong
wavel ength continuous routes. A vector of the sane size as the
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nunber of wavel engths on the first link is sent out to each node in
turn along the desired route. This vector represents wavel ength
availability, and is set at the first node to the wavel ength
availability on the first link along the wavel ength conti nuous
section. If a wavelength on a link is not avail able or does not
exist, then this is noted in the wavel ength availability vector
(i.e. the wavelength is set to being unavailable). Once the entire
route has been traversed, the wavel ength availability vector wl|
denote the wavel engths that are available on every Iink along the
route. The vector is returned to the source OXC, and a wavel ength
is chosen from anongst the avail abl e wavel engths using an arbitrary
wavel engt h assi gnnent schene, such as first-fit.

The construction of a bi-directional lightpath differs fromthe
construction of a unidirectional |ightpath above only in that upon
receiving the setup request, the last-hop router returns the setup
message using the reverse of the explicit route of the forward path.
Both directions of a bi-directional |ightpath share the sane
characteristics, i.e., set of nodes, bandw dth and restoration

requi renents. For nore general bi-directional connectivity, a user
sinply requests nultiple individual |ightpaths.

A lightpath nmust be renoved when it is no longer required. To
achieve this, an explicit release request is sent by the first-hop
router along the lightpath route. Each router in the path processes
the rel ease nessage by rel easing the resources allocated to the

i ghtpath, and renoving the associated state. It is worth noting
that the rel ease nessage is an optim zation and need not be sent
reliably, as if it is lost or never issued (e.g., due to custoner
prem se equi pnent failure) the softness of the lightpath state
ensures that it will eventually expire and be rel eased.

4.4 Signaling protocols

The OXCs in the optical network are responsible for sw tching
streans based on the | abels present. The MPLS architecture for IP
net wor ks defines protocols for associating |abels to individual
paths. The signaling protocols are used to provision such paths in
the optical networks. There are two options for MPLS-based signaling
protocol s — Resource reSerVation Protocol (RSVP) or Constraint
Routed Label Distribution Protocol (CR-LDP).

There are sone basic differences between the two protocols, but both
essentially allow hop-by-hop signaling froma source to a
destination node and in the reverse direction. Each of these
protocol s are capable of providing quality of service (QS) and
traffic engineering. Not all features present in these protocols are
necessary to support |ightpath provisioning. On the other hand,
certain new features nust be introduced in these protocols for

I i ght path provisioning, including support for bi-directional paths,
support for swtches w thout wavel ength conversion, support for

est abl i shing shared backup paths, and fault tol erance.
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The connection request nmay include bandw dth paraneters and channel
type, reliability parameters, restoration options, setup and hol di ng
priorities for the path etc. On receipt of the request, the ingress
node conputes a suitable route for the requested path, follow ng
applicable policies and constraints. Once the route has been
conput ed, the ingress node invokes RSVP / CR-LDP to set up the path.

4.4.1 CR-LDP Extensions for Path Setup

Label Distribution Protocol (LDP) is defined for distribution of

| abel s inside one MPLS domain. CR-LDP is the constraint-based
extension of LDP. One of the nost inportant services that nay be

of fered using MPLS in general and CR-LDP in particular is support
for constraint-based routing of |ightpaths across the routed
network. Constraint-based routing offers the opportunity to extend
the information used to setup paths beyond what is available for the
routing protocol. For instance, an LSP can be setup based on
explicit route constraints, QoS constraints, and other constraints.
Constraint-based routing (CR) is a mechanismused to neet traffic-
engi neering requirenents that have been proposed.

Aut omat ed establi shnment of |ightpaths involves setting up the
crossconnect table entries in the appropriate OLXCs in a coordinated
manner such that the desired physical path is realized. The request
to establish a lightpath may arise either froma router (or sone

ot her device) connected to the OXCs or from a nmanagenent system
Such a request should identify the ingress and the egress OXC as
endpoints of the lightpath. 1In addition, it may also optionally
specify the input and output ports, wavel engths, and TDM channel s.
The request may al so include bandw dth paraneters and channel type,
reliability paraneters, restoration options, setup and hol di ng
priorities for the path etc. On receipt of the request, the ingress
node conputes a suitable route for the requested path, follow ng
applicable policies and constraints. Once the route has been
conput ed, the ingress node invokes CR-LDP to set up the path.

I n optical networks, |abel mapping corresponds to the assignnent of
i nput or output ports for paths by optical switches and the
communi cation of this information to the appropriate nei ghbors.

A Label Request nessage is used by an upstream LSR to request a

| abel binding fromthe downstream LSR for a specified FEC and CR-
LSP. In optical networks, a Label Request nessage nmay be used by

t he upstream OXC to request a port (and wavel ength) assignnent from
t he downstream OXC for the |ightpath being established. Using
downst ream on- demand and ordered control node, a Label Request
message is initially generated at the ingress OXC and i s propagated
to the egress OXC. Also, a protocol is required to determ ne the
port mappi ngs.

To incorporate the above nmentioned constraints, the foll ow ng
extensions to current version of CR LDP have been proposed:
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* Inclusion of Signaling Port ID: This field specifies ports to be
assigned for setting up the path. Such a "label" (wavel ength)
shoul d be assigned in a coordi nated manner by a pair of adjacent
OXCs, since the "label" at one OXCis tied to a specific "label" at
a nei ghboring OXC based on physical connectivity.

* Signaling Optical Switched Path Identifier: This field identifies
the lightpath being established. This provides the flexibility of
establishing LSPs on the top of a |lightpath al ready setup.

* Signaling the two end points of the path being set up: These
fields indicate the two end-points at the port |evel of the

| ightpath. The port selected for the egress node is propagated to
t he egress node.

* Signaling requirenents for both span and path protection: This
field signals the protection |levels required for both span (or

| ocal) and path protection. Exanples of span (or local) protection
i nclude SONET 1+1 and 1: N APS. Exanples of path protection include
various |l evels regarding how an alternate path is shared such as in
a style of 1+1 or 1: N anal ogous to span protection.

* Recording the precise route of the path being established: This is
done by letting each OXC insert its node |ID and the both output and
i nput port selected for the path in the Label Mpping nessage. The
nmessage received by the ingress OXC will have the conplete route at
the port level. This information is useful for network managenent
functions.

4.4.2 RSVP Extensions for Path Setup

Resource reSerVation Protocol (RSVP) is a unicast and nulticast
signaling protocol designed to install and nmaintain reservation
state information at each routing engine along a path [Luciani 00].
The key characteristics of RSVP are that it is sinplex, receiver-
oriented and soft. It nakes reservations for unidirectional data
flows. The receiver of a data flow generally initiates and maintains
the resource reservation used for that flow It maintains "soft"
state in routing engines. The “path” nessages are propagated from
the source towards potential recipients. The receivers interested in
communi cating with the source send the “Resv” nessages.

The foll owm ng extensions to RSVP have been proposed to support path
setup [ Jonat han00] :

Reduction of |ightpath establishment |atency
Est abl i shnent of bi-directional |ightpaths
Fast failure notification

Bundl i ng of notifications

These extensi ons are descri bed bel ow.

Many Aut hors | nformational - Expires May 2001 Page 29 of 57



| P over Optical Networks: Summary of |ssues Novenber 2000
4.4.2.1 Reduction of Lightpath Establishment Latency

Currently due to receiver-oriented nature of RSVP, the internal
configuration of an OXC in the downstream directi on cannot be
initiated until it receives the Resv nessage fromthe downstream
node. The ability to begin configuring an OXC before receiving a
Label Ooject in the Resv nessage can provide a significant reduction
in the setup latency, especially in OXCs with non-negligible
configuration time. To acconplish this, a new approach has been
proposed in which an upstream OXC suggest a (fiber, |anbda) | abe
for the downstream node to use by including the suggested Label
object in the Label Request object of the Path nessage. The Label
object will contain the downstream node's Label for the bearer
channel , which can be obtained through the Link Managenent Protocol
(LMP). This will allow the upstream OXC to begin its interna
configuration before receiving the Resv nessage fromthe downstream
node.

4.4.2.2 Establishnent O Bi-directional Lightpaths

In the new approach that is proposed, a Label Object is added to the
Pat h message in the downstreamdirection. |In this way, the upstream
direction of the bi-directional path is established on the first
pass fromthe source to destination, reducing the |atency of the
reservation process. For bi-directional lightpaths, if a | abel
suggestion is also used, there will be two Labels in the Path
message: the upstream Label in the Label object and the suggested
Label in the Label Request object.

4.4.2.3 Failure Notification

A new RSVP nessage, called the Notify nmessage, can be used to notify
RSVP nodes when failures occur. The Notify nmessage will be
transmtted with the router alert option turned off so that
internmedi ate nodes will not process or nodify the nessage, but only
perform standard | P forwardi ng of the nessage.

4.4.2.4 Bundling of Notifications

Anot her extension to RSVP has been recently proposed to allow the
use of bundle nmessages in order to reduce the overall nessage-
handling | oad. An RSVP bundl e nessage consists of a bundl e header
foll owed by a body consisting of a variable nunber of standard RSVP
messages. Support for the bundl e nessage is optional, and
currently, bundle nessages can only be sent to adjacent RSVP nodes.
In order to effectively restore a network to a stable state, nodes
that are running restoration algorithnms should consider as many
failed |ightpaths as possible before making restoration deci sions.
To i nprove perfornmance and ensure that the nodes are provided with
as many of the affected paths as possible, it is useful to include
the entire set of Notify nmessages in a single bundl e nessage and
send it to the responsible RSVP node directly, w thout nessage
processing by the internedi ate RSVP nodes. This can be acconplished
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by addressing the bundl e nessage to the source RSVP nodes and

turning off the router alert option in the IP header. Internediate
RSVP nodes then should performstandard IP forwarding of this
nmessage.

4.5 Stream Control Transm ssion Protocol (SCTP)

There is further discussion on which transport |ayer protocol to use
for the signaling nmessages encapsulated in CR-LDP / RSVP. The

requi renents of the transport layer is to provide a reliable channel
for transmtting information (both data / control). The IETF Sigtran
wor kgroup cane up with designs for a new protocol called SCTP, which
could be used in lieu of TCP, and is designed especially for
signal i ng purposes[ SCTP]. Like TCP it runs directly over |P but
offers sone signaling tailored features:

* Datagramoriented (TCP is byte-streamoriented)

* Fragnmentation and re-assenbly for |arge datagrans

* Multiplexing of several small datagrans into one |P packet
* Support of multi-homng (an SCTP endpoi nt may have several IP
addr esses)

* Path nonitoring by periodic heartbeat nessages

* Retransm ssion over a different path, if avail able

* Sel ective acknow edgenent s

* Fast retransmt

* 32 bit checksum over the whol e payl oad

* Avoids I P fragnentation due to MIU di scovery

* Protection against SYN attacks and blind masquerade attacks

SCTP is far fromconplete and is quite immature conpared to its nenmesis
TCP. Current inplenmentation of the signaling protocol shall thereby use TCP
for its reliable transm ssions.

4.6 Ceneralized MPLS (GQVPLS)

The Multiprotocol Lanbda Switching architecture has recently been
extended to include routers whose forwardi ng pl ane recogni zes
nei t her packet, nor cell boundaries, and therefore, can't forward
data based on the information carried in either packet or cel
headers. Specifically, such routers include devices where the
forwardi ng decision is based on tine slots, wavel engths, or physical
ports. GWLS differs fromtraditional MPLS in that it supports

mul tiple types of swtching, i.e., the addition of support for TDV
| anbda, and fiber (port) switching. The support for the additional
types of switching has driven generalized MPLS to extend certain
base functions of traditional MPLS [ GWLS].

While traditional MPLS Iinks are unidirectional, generalized MPLS
supports the establishnent of bidirectional paths. The need for
bidirectional LSPs cone fromits extent of reach. Bidirectiona
pat hs al so have the benefit of |ower setup |atency and | ower nunber
of messages required during setup. Qther features supported by
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generalized MPLS are rapid failure notification and term nation of
an path on a specific egress port.

To deal with the wi dening scope of MPLS into the optical and tine
domai n, several new forns of "label" are required. These new forns
of |abel are collectively referred to as a "generalized | abel". A
generalized | abel contains enough information to allow the receiving
node to programits crossconnect. The Ceneralized Label extends the
traditional Label Qbject in that it allows the representation of not
only | abels which travel in-band with associ ated data packets, but

al so | abel s which identify tinme-slots, wavel engths, or space

di vision mul ti pl exed positions.

4.7 Configuration Control using GSWP

In a general nesh network where the OXCs do not participate in

topol ogy distribution protocols, General Switch Managenment Protocol
(GSMP) can be used to communi cate crossconnect information. This
ensures that the OXCs on the lightpath maintain appropriate

dat abases. The first hop router having conplete know edge of LP, L2
and L3 topology acts as the "controller”™ to the OXCs in the

I i ght pat h.

GSWP is a naster-slave protocol [GSMP]. The controller issues
request nmessages to the switch. Each request nessage indicates
whet her a response is required fromthe switch (and contains a
transaction identifier to enable the response to be associated with
the request). The switch replies with a response nessage indicating
either a successful result or a failure. There are six classes of
GSMP r equest -response nessage:

Connecti on Managenent

Reservati on Managenent

Port Managenent

State and Statistics

Confi guration, and

Quality of Service

The switch nay al so generate asynchronous Event nessages to inform
the controller of asynchronous events.

4.8 Resource Discovery Using NHRP

The Next Hop Resol ution Protocol (NHRP) allows a source station (a
host or router), wishing to communi cate over a Non-Broadcast, Milti-
Access (NBMA) subnetwork, to determ ne the internetworking |ayer
addresses and NBMA addresses of suitable "NBMA next hops" toward a
destination station [NHRP]. A subnetwork can be non-broadcast

ei ther because it technically doesn't support broadcasting (e.g., an
X. 25 subnetwork) or because broadcasting is not feasible for one
reason or another (e.g., a Switched Miulti-nmegabit Data Service
mul ti cast group or an extended Ethernet would be too | arge).
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| f the destination is connected to the NBVA subnetwork, then the
NBMA next hop is the destination station itself. Oherw se, the
NBMA next hop is the egress router fromthe NBVA subnetwork that is
"nearest" to the destination station. NHRP is intended for use in a
mul ti protocol internetworking |ayer environnment over NBVA
subnetworks. NHRP functions are perfornmed by tw types of |ogical

entities:

Next Hop Server (NHS) - inplenented in routers

Next Hop Cient (NHC) - inplenented in routers or NBMA-attached
host s.

In short, NHRP may be applied as a resource discovery to find the
egress OXC in an optical network. To request this infornmation, the
exi sting packet format for the NHRP Resol uti on Request woul d be used
with a new extension in the formof a nodified Forward Transit NHS
Extension. The extension would include enough information at each
hop (including the source and destination)

* to uniquely identify which wavel ength

* to use when bypassi ng each routed/forwarded hop and which port
that the request was received on.

Essentially a shortcut is setup fromingress to egress using this
pr ot ocol .

5. Optical Network Managenent

The managenent functionality in all-optical networks is still in the
rudi mentary phase. Managenent in a systemrefers to set of
functionalities like performance nonitoring, link initialization and

ot her network diagnostics to verify safe and conti nued operation of
the network. The wavelengths in the optical domain will require
routing, add/drop, and protection functions, which can only be

achi eved through the inplenentation of network-w de nmanagenent and
nmonitoring capabilities. Current proposals for link initialization
and performance nonitoring are sumarized bel ow.

5.1 Link Initialization

The |inks between OXCs will carry a nunber of user bearer channels
and possibly one or nore associated control channels. This section
describes a |ink managenent protocol (LMP) that can be run between
nei ghbori ng OXCs and can be used for both |ink provisioning and
fault isolation. A unique feature of LMP is that it is able to

i solate faults independent of the encodi ng schene used for the
bearer channels. LMP will be used to maintain control channel
connectivity, verify bearer channel connectivity, and isolate |ink,
fiber, or channel failures within the optical network.

5.1.1 Control Channel Managenent
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For LMP, it is essential that a control channel is always avail able
for alink, and in the event of a control channel failure, an
alternate (or backup) control channel should be nmade available to
reestablish communi cation with the neighboring OXC. If the contro
channel cannot be established on the primary (fiber, wavel ength)
pair, then a backup control channel should be tried. The control
channel of a link can be either explicitly configured or
automatically selected. The control channel can be used to exchange:

a) MPLS control -plane information such as |ink provisioning and
fault isolation information (inplenented using a nmessagi ng protocol
such as LMP, proposed in this section),

b) path managenent and | abel distribution information (inplenented
using a signaling protocol such as RSVP-TE or CR-LDP), and

c) topology and state distribution information (inplenented using
traffic engineering extended protocols such as OSPF and 1S-195).

Once a control channel is configured between two OXCs, a Hell o protocol
can be used to establish and maintain connectivity between the OXCs and
to detect link failures. The Hello protocol of LMP is intended to be a
i ght wei ght keep-alive nechanismthat will react to control channel
failures rapidly. A protocol simlar to the HDLC frame exchange is
used to continue the handshake. [Lang00]

5.1.2 Verifying Link Connectivity

In this section, we describe the nechanismused to verify the

physi cal connectivity of the bearer channels. This wll be done
initially when a link is established, and subsequently, on a
periodic basis for all free bearer channels on the link. To ensure
proper verification of bearer channel connectivity, it is required
that until the bearer channels are allocated, they should be opaque.

As part of the link verification protocol, the control channel is
first verified, and connectivity maintained, using the Hello

prot ocol discussed in Section 5.1.1. Once the control channel has
been established between the two OXCs, bearer channel connectivity
is verified by exchanging Ping-type Test nessages over all of the
bearer channels specified in the link. It should be noted that al
nmessages except for the Test nessage are exchanged over the contro
channel and that Hell o nessages continue to be exchanged over the
control channel during the bearer channel verification process. The
Test message is sent over the bearer channel that is being verified.
Bearer channels are tested in the transmt direction as they are
unidirectional, and as such, it may be possible for both OXCs to
exchange the Test nessages sinultaneously [Lang00].

5.1.3 Fault Localization

Fault detection is delegated to the physical layer (i.e., |loss of
light or optical nonitoring of the data) instead of the layer 2 or
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| ayer 3. Hence, detection should be handled at the |ayer closest to
the failure; for optical networks, this is the physical (optical)

| ayer. One neasure of fault detection at the physical layer is
sinply detecting loss of light (LOL). Oher techniques for
nmonitoring optical signals are still being devel oped.

A link connecting two OXCs consists of a control channel and a
nunber of bearer channels. |f bearer channels fail between two
OXCs, a nechani sm should be used to rapidly locate the failure so
that appropriate protection/restoration nmechani sns can be initiated.
This is discussed further in Section 6.10.

5.2 Optical Performance Monitoring (OPM

Current -generati on WDM net wor ks are nonitored, nanaged, and
protected within the digital domain, using SONET and its associ ated
support systens. However, to |leverage the full potential of
wavel engt h- based networ ki ng, the provisioning, swtching, nmanagenent
and nonitoring functions have to nove fromthe digital to the
optical donain.

The information generated by the performance nonitoring operation
can be used to ensure safe operation of the optical network. In
addition to verifying the service | evel provided by the network to
the user, performance nonitoring is al so necessary to ensure that
the users of the network conply with the requirenents that were
negoti ated between them and the network operator. For exanple, one
function may be to nonitor the wavel ength and power | evels of
signals being input to the network to ensure that they neet the
requi renents inposed by the network. Current performance nonitoring
in optical networks requires termnation of a channel at an optical -
el ectrical -optical conversion point to detect bits related to BER of
the payload or frame (e.g., SONET LTE nonitoring). However, while
these bits indicate if errors have occurred, they do not supply
channel - performance data. This nmakes it very difficult to assess
the actual cause of the degraded perfornmance.

Fast and accurate determ nation of the various perfornmance nmeasures
of a wavel ength channel inplies that neasurenents have to be done
while leaving it in optical format. One possible way of achieving
this is by tapping a portion of the optical power fromthe main
channel using a low loss tap of about 1% In this scenario, the
nost basic formof nonitoring wll utilize a power-averaging
receiver to detect |loss of signal at the optical power tap point.
Exi sting WDM systens use optical tinme-domain reflectoneters to
measure the paraneters of the optical |inks.

Anot her problemlies in determning the threshold values for the
vari ous paraneters at which alarnms should be declared. Very often
t hese val ues depend on the bit rate on the channel and shoul d
ideally be set depending on the bit rate. In addition, since a
signal is not termnated at an internedi ate node, if a wavel ength
fails, all nodes along the path downstream of the fail ed wavel ength
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could trigger an alarm This can lead to a | arge nunber of al arns
for a single failure, and makes it sonewhat nore conplicated to
determ ne the cause of the alarm (alarmcorrelation). A list of
such optical paranmeters to be nonitored periodically have been
proposed [ Ceuppens00]. Optical cross tal k, dispersion, and
insertion | oss are key paraneters to nane a few

Care needs to be taken in exchangi ng these perfornmance paraneters.
The vast majority of existing tel ecomrunication networks use fram ng
and data formatting overhead as the neans to conmuni cate between
network el ements and managenent systens. It is worth nentioning
that while the signaling is used to communicate all nonitoring
results, the nmonitoring itself is done on the actual data channel,

or sone range of bandw dth around the channel. Therefore, al
network el ements nust be guaranteed to pass this bandwi dth in order
for nonitoring to happen at any point in the network.

One of the options being considered for transmtting the information
is the framng and formatting bits of the SONET interface. But, it
hanpers transparency. It is clear that truly transparent and open
phot oni ¢ networks can only be built with transparent signaling
support. The MPLS control plane architecture suggested can be

ext ended beyond sinple bandw dth provisioning to include optical

per f or mance nonitoring.

6. Fault restoration in Optical networks

Tel ecom net wor ks have traditionally been designed with rapid fault
detection, rapid fault isolation and recovery. Wth the introduction
of IP and WDMin these networks, these features need to be provided
in the P and WDM | ayers al so. Automated establishnment and
restoration of end-to-end paths in such networks requires
standardi zed signaling, routing, and restoration nechani sns.

Survivability techni ques are being made available at nmultiple | ayers
in the network. Each layer has certain recovery features and one
needs to understand the inpact of interaction between these |ayers.
The central idea is that the | ower |ayers can provide fast
protection while the higher |layers can provide intelligent
restoration. It is desirable to avoid too many |ayers with
functional overlaps. The I P over MPLS schene can provide a snooth
mappi ng of IP into WDM | ayer, thus bringing about a integrated
protection/restoration capability, which is coordinated at both the
| ayers.

6.1 Layering
Clearly the layering and architecture for service restoration is a
maj or conponent for IP to optical internetworking. This section

summari zes sonme schemes, which aid in optical protection at the
| oner layers, SONET and Optical.
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6.1.1 SONET Protection

The SONET standards specify an end-to-end two-way availability
objective of 99.98% for inter office applications (0.02%
unavailability or 105 m nutes/year maxi num down tine) and 99.99 %
for loop transport between the central office and the custoner's
prem ses. To conformto these standards, failure/restoration tines
have to be short. For both, point-to-point and ring systens,
automatic protection switching (APS) is used, the network perforns
failure restoration in tens of mlliseconds (approximtely 50
mlliseconds).

Architectures conposed of SONET add-drop mul tipl exers (ADVs)
interconnected in a ring provide a nmethod of APS that allows
facilities to be shared while protecting traffic within an
acceptable restoration tine. There are 2 possible ring
architectures:

UPSR:  Unidirectional path switched ring architecture is a 1+1

si ngl e-ended, unidirectional, SONET path |ayer dedicated protection
architecture. The nodes are connected in a ring configuration with
one fiber pair connecting adjacent nodes. One fiber on alink is
used as the working and other is protection. They operate in
opposite directions. So there is a working ring in one direction
and a protection ring in the opposite direction. The optical signal
is sent on both outgoing fibers. The receiver conpares the 2
signals and selects the better of the two based on signal quality.
This transm ssion on both fibers is called 1+1 protection.

BLSR In bi-directional line switched ring architecture, a bi-
di rectional connection between 2 nodes traverses the sane
i nternedi ate nodes and links in opposite directions. |In contrast to

the UPSR, where the protection capacity is dedicated, the BLSR
shares protection capacity anong all spans on the ring. They are
al so called Shared Protection ring (SPRing) architectures. In BLSR
architecture, switching is coordinated by the nodes on either side
of a failure in the ring, so that a signaling protocol is required
to performa line switch and to restore the network. These
architectures are nore difficult to operate than UPSRs where no
signaling is required.

The di sadvantage of the SONET layer is that it is usually restricted
to ring type architectures. These are extrenely bandw dth
inefficient. It does not incorporate traffic priorities. It cannot
detect higher |ayer errors.

6.1.2 Optical Layer Protection

The concept of SONET ring architectures can be extended to WDM sel f -
healing optical rings (SHRs). As in SONET, WDM SHRs can be either
path swtched or line switched. 1In recent testbed experinents,
[ithium niobate protection swtches have been used to achieve 10

m croseconds restoration tines in WDM Shared protection Rings.
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Mul ti-wavel ength systens add extra conplexity to the restoration
problem Under these circunstances, sinple ring architecture may
not suffice. Hence, arbitrary nesh architectures becone inportant.
Usual Iy, for such architectures, restoration is usually perforned
after evaluation at the higher layer. But this takes a lot of tine.

6.1.2.1 Point-to-Point Mechani sns

In case of point to point, one can provide 1+1, 1:1 or 1:N
protection. In 1+1, the sanme information is sent through 2 paths and
the better one is selected at the receiver. The receiver nakes a
blind switch when the sel ected (working) path’s signal is poor.
Unl i ke SONET, a continuous conparison of 2 signals is not done in
the optical layer. 1In 1:1 protection, signal is sent only on the
wor ki ng path while a protection path is also set but it can be used
for lower priority signals that are preenpted if the working path
fails. A signaling channel is required to informthe transmtter to
switch path if the receiever detects a failure in the working path.
A generalization of 1:1 protection is 1:N protection in which one
protection fiber is shared anong N working fibers. It is usually
applied for equi pnent protection [JOHNSON99].

6.1.2.2 R ng systens [ MANCHESTER99]

Ri ng nmechani sns are broadly classified into: Dedicated |inear
protection and Shared protection rings.

Dedi cated linear protection is an extension of 1+1 protection
applied to aring. It is effectively a path protection nechani sm
Entire path fromsource to the destination node is protected. Since
each channel constitutes a separate path, it is also called Optica
Channel Subnetwork Connection Protection (OCh-SNCP). This is
usual |y applied to hubbed transport scenarios. For other types of
connections, it is very expensive [ GERSTELOO]. From each node, the
wor ki ng and protection signals are transmtted in opposite
directions along the 2 fibers. At the receiving end, if the working
path signal is weak, the receiver switches to the protection path

si gnal .

Shared protection rings (SPRings) protect a link rather than a path.
Hence, they are easier to setup and are the nore conmon ring
protection nmechanisns. In a 2-fiber SPRings case with two counter-
rotating rings, half the wavel engths in each fiber are reserved for
protection. If a link failure occurs, the OADM adj acent to the |ink
failure bridges its outgoing channels in a direction opposite to
that of the failure and selects its incom ng working channels from
the incom ng protection channels in the direction away fromthe
failure. This is called ring swtching.

In a 4-fiber SPRing, two fibers each are allocated for working and
protection. The operation is simlar to that of the 2-fiber SPR ng.
However, this systemcan allow span switching in addition to ring
swi tching. Span switching neans that if only the working fiber in a
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link fails, the traffic can use the protection fiber in the same
span. In case of 2-fiber systens, it will have to take the | onger
pat h around the ring.

Sonetinmes the need arises to protect against isolated optoel ectronic
failures that will affect only a single optical channel at a tine.
Thus, we need a protection architecture that perforns channel |evel
swi t chi ng based on channel [evel indications. The Opti cal

Mul ti pl exed Section (OVS) SPRi ngs, discussed so far, switch a group
of channels within the fiber. The Optical Channel (OCh) SPRings are
capabl e of protecting OChs i ndependent of one another based on OCh

| evel failure indication. An N-Channel QOADM based 4-fiber ring can
support upto N i ndependent OCh SPRi ngs.

SPRing architectures are referred to as Bidirectional |ine swtched
ring (BLSR) architectures. OCh SPRings are referred to as

Bi directional Wavel ength Line Switched Ri ng technol ogy, (BWSR)

| TUT draft recommendati on G 872 descri bes a transoceani c sw tching
protocol for 4-fiber OVMS SPRings. This protocols requires that after
a span switching a path should not traverse any span nore than once.
When ring switching occurs, this may not be true. This protocol is
essential in |ong-distance undersea transm ssions to avoid
unnecessary del ay.

6.1.2.3 Mesh Architectures

Along a single fiber, any two connections cannot use the sane

wavel engt h. The whol e problemof routing in a WOM network with
proper allocation of a m ni num nunber of wavel engths is called the
routi ng and wavel engt h assi gnnent (RWA) problem It is found that in
arbitrary nmesh architectures, where the connectivity of each node is
hi gh, the nunber of wavel engths required greatly decreases. This is
t he advantage of having a nesh architecture. Mreover addition of
new nodes and renovi ng exi sting nodes becones very easy. However,
with mesh architectures, finding an alternate path every tine a
failure occurs would be a tinme consum ng process. Hence, an
automatic protection switching mechanism I|ike that for the rings,
is required. Three alternatives are briefly discussed here:

Ri ng Covers

The whol e nesh configuration is divided into smaller cycles in such
a way that each edge cones under atleast one cycle. Along each
cycle, a protection fiber is laid. It may so happen that certain
edges cone under nore than one cycle. |In these edges, nore than one
protection fiber wwll have to be laid. Hence, the idea is to divide
the graph into cycles in such a way that this redundancy is
mnimzed [WJ]. However, in nost cases the redundancy required is
nore than 100%

Protection Cycles [ELLINAS]

This met hod reduces the redundancy to exactly 100% The networks
consi dered have a pair of bi-directional working and protection
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fibers. Fault protection against link failures is possible in al
networks that are nodel ed by 2-edge connected digraphs. The idea is
to find a famly of directed cycles so that all protection fibers
are used exactly once and in any directed cycle a pair of protection
fibers is not used in both directions unless they belong to a

bri dge.

For planar graphs, such directed cycles are along the faces of the

graph. For non-planar graphs, the directed cycles are taken al ong

the orientable cycle double covers, which are conjectured to exi st

for every digraph. Heuristic algorithnms exist for obtaining cyclic
doubl e covers for every non-planar graph.

Thus, the main advantage of optical |ayer nmechanisns is the fast
restoration. It also has the capacity of |arge sw tching
granularity in the sense that it can restore a | arge nunber of
hi gher | ayer flows by a single swtching.

The di sadvantage is that it cannot carry traffic engi neering
capabilities. It can only operate at the lightpath | evel and cannot
differentiate between different data types. Also the switching speed
cones into play only if all the nodes which can detect a fault have
switching capabilities. Building such an architecture is extrenely
expensi ve.

6.1.3 I P | ayer

The IP layer plays a major role in the IP network infrastructure.
There are sonme advantages of having survivability nmechanismin this
layer. It can find optimal routes in the system It provides a finer
granularity at which protection can be done, enabling the systemto
have priorities. It also possesses |oad bal ancing capabilities.

However the recovery operations are very slow. It al so cannot detect
physi cal |ayer faults.

6.1.4 MPLS | ayer — A solution to the above probl ens.

The rerouting capability of the optical |ayer can be expanded and
newer bandwi dth efficient protection can be facilitated if there is
sonme controlled coordination between the optical |ayer and a higher
| ayer that has a signaling nechanism

Simlarly, the optical |ayer which cannot detect faults in the
router or swtching node, could learn of the faults if the higher

| ayer communicated this to it. Then, the optical layer can initiate
protection at the | ower |ayer.

Fast signaling is the main advantage of the MPLS | ayer in
protection. Since MPLS binds packets to a route (or path) via the

| abels, it is inperative that MPLS be able to provide protection and
restoration of traffic. |In fact, a protection priority could be
used as a differentiating mechanismfor prem um services that
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require high reliability. The MPLs layer has visibility into the
| oner layer. The lower layer can informthis |ayer about faults by a
i veness nessage, basically signaling.

When we talk of the I P/MPLS over WDM architecture, we nay seal off
SONET APS protection fromthe discussion and the WDM optical |ayer
can provide the same kind of restoration capabilities at the | ower
| ayer. Thus there has to be interaction only between the MPLS and
optical layer and not wth the SONET | ayer.

The follow ng sections present a sunmary of techni ques being
proposed for inplenenting survivability in the MPLS | ayer. These
i nclude signaling requirenents, architectural considerations and
timng considerations.

6.2 Failure detection [ ONENSOO]

Loss of Signal (LOS) is a lower layer inpairnent that arises when a
signal is not detected at an interface, for exanple, a SONET LCS.
In this case, enough tine should be provided for the | ower |ayer to
detect LOS and take corrective action.

A Link Failure (LF) is declared when the Iink probing mechani sm
fails. An exanple of a probing nechanismis the Liveness nessage
that is exchanged periodically along the working path between peer
LSRs. A LF is detected when a certain nunber k of consecutive

Li veness nessages are either not received froma peer LSR or are
received in error.

A Loss of Packets (LOP) occurs when there is excessive discardi ng of
packets at an LSR interface, either due to | abel m snatches or due
to time-to-live (TTL) errors. LOP due to |label m smatch may be
detected sinply by counting the nunber of packets dropped at an
interface because an incomng |abel did not match any | abel in the
forwarding table. Likew se, LOP due to invalid TTL nmay be detected
by counting the nunber of packets that were dropped at an interface
because the TTL decrenents to zero.

6.3 Failure Notification [ ONENSOO]

Protection swtching relies on rapid notification of failures. Once
a failure is detected, the node that detected the failure nust send
out a notification of the failure by transmtting a failure
indication signal (FIS) to those of its upstreamLSRs that were
sending traffic on the working path that is affected by the failure.
This notification is relayed hop-by-hop by each subsequent LSR to
its upstream nei ghbor, until it eventually reaches a PSL.

The PSL is the LSR that originates both the working and protection
paths, and the LSR that is the term nation point of both the FIS and
the failure recovery signal (FRS). Note that the PSL need not be
the origin of the working LSP.
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The PML is the LSR that term nates both the working path and its
correspondi ng protection path. Depending on whether or not the PM
is a destination, it may either pass the traffic on to the higher
| ayers or may nerge the incomng traffic on to a single outgoing
LSR.  Thus, the PML need not be the destination of the working LSP.

An LSR that is neither a PSL nor a PML is called an internediate
LSR. The internediate LSR could be either on the working or the
protection path, and could be a nerging LSR (w thout being a PWM).

6.3.1 Reverse Notification Tree (RNT)

Since the LSPs are unidirectional entities and protection requires
the notification of failures, the failure indication and the failure
recovery notification both need to travel along a reverse path of
the working path fromthe point of failure back to the PSL(s). When
| abel nmerging occurs, the working paths converge to forma

mul ti point-to-point tree, with the PSLs as the | eaves and the PM as
the root. The reverse notification tree is a point-nultipoint tree
rooted at the PML along which the FIS and the FRS travel, and which
is an exact mrror image of the converged working paths.

The establishnment of the protection path requires identification of
t he worki ng path, and hence the protection domain. In nost cases,
the working path and its corresponding protection path would be
specified via admnistrative configuration, and woul d be established
bet ween the two nodes at the boundaries of the protection domain
(the PSL and PM.) via explicit (or source) routing using LDP, RSVP,
signaling (alternatively, using manual configuration).

The RNT is used for propagating the FIS and the FRS, and can be
created very easily by a sinple extension to the LSP setup process.
During the establishnment of the working path, the signaling nessage
carries with it the identity (address) of the upstream node that
sent it. Each LSR along the path sinply renenbers the identity of
its imrediately prior upstream nei ghbor on each incomng link. The
node then creates an inverse crossconnect table that for each
protected outgoing LSP maintains a list of the incom ng LSPs that
merge into that outgoing LSP, together wwth the identity of the
upstream node that each incomng LSP conmes from Upon receiving an
FIS, an LSR extracts the |labels contained in it (which are the

| abel s of the protected LSPs that use the outgoing link that the FIS
was received on) consults its inverse crossconnect table to
determne the identity of the upstream nodes that the protected LSPs
cone from and creates and transmts an FIS to each of them

6.4 Protection options [ SHARVAOO]
When using the MPLS | ayer for providing survivability, we can have

different options, just like in any other layer. Each has its own
advant ages dependi ng on requirenents.
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6.4.1 Dynam c Protection

These protection nechanisns dynamcally create protection entities
for restoring traffic, based upon failure information, bandw dth

all ocation and optim zed reroute assignnment. Thus, upon detecting
failure, the LSPs crossing a failed Iink or LSR are broken at the
point of failure and reestablished using signaling. These nethods
may i ncrease resource utilization because capacity or bandwdth is
not reserved beforehand and because it is avail able for use by other
(possibly lower priority) traffic, when the protection path does not
require this capacity. They may, however, require |onger
restoration tinmes, since it is difficult to instantaneously switch
over to a protection entity, followng the detection of a failure.

6.4.2 Pre-negotiated Protection

These are dedi cated protection nmechani sns, where for each working
path there exists a pre-established protection path, which is node
and link disjoint wwth the primry/working path, but may nerge with
ot her working paths that are disjoint with the primary. The
resources (bandw dth, buffers, processing) on the backup entity may
be either pre-determ ned and reserved beforehand (and unused), or
may be allocated dynam cally by displacing lower priority traffic
that was allowed to use themin the absence of a failure on the

wor ki ng pat h.

6.4.3 End-to-end Repair

In end-to-end repair, upon detection of a failure on the primary
path, an alternate or backup path is re-established starting at the
source. Thus, protection is always activated on an end-to-end
basis, irrespective of where along a working path a failure occurs.
This method m ght be slower than the |ocal repair nethod discussed
bel ow, since the failure information has to propagate all the way
back to the source before a protection switch is acconplished.

6.4.4 Local Repair

In |l ocal repair, upon detecting a failure on the primary path, an
alternate path is re-established starting fromthe point of failure.
Thus protection is activated by each LSR along the path in a

di stributed fashion on an as-needed basis. Wile this nmethod has an
advantage in terns of the tine taken to react to a fault, it

i ntroduces the conplication that every LSR al ong a working path may
now have to function as a protection switch LSR (PSL).

6.4.5 Link Protection

The intent is to protect against a single link failure. For
exanple, the protection path may be configured to route around
certain links deened to be potentially risky. [If static
configuration is used, several protection paths may be pre-
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configured, depending on the specific link failure that each
protects against. Alternatively, if dynamc configuration is used,
upon the occurrence of a failure on the working path, the protection
path is rebuilt such that it detours around the failed |ink

6.4.6 Path Protection

The intention is to protect against any link or node failure on the
entire working path. This has the advantage of protecting against
mul tiple sinmultaneous failures on the working path, and possibly
bei ng nore bandw dth efficient than |ink protection.

6.4.7 Revertive Mde

In the revertive node of operation, the traffic is automatically
restored to the working path once repairs have been affected, and
the PSL(s) are infornmed that the working path is up. This is
useful, since once traffic is switched to the protection path it is,
in general, unprotected. Thus, revertive switching ensures that the
traffic remains unprotected only for the shortest anmount of tine.
This could have the di sadvant age, however, of producing oscillation
of traffic in the network, by altering |link | oads.

6.4.8 Non-revertive Mode

In the non-revertive node of operation, traffic once switched to the
protection path is not automatically restored to the working path,
even if the working path is repaired. Thus, sone form of

adm nistrative intervention is needed to invoke the restoration
action. The advantage is that only one protection switch is needed
per working path. A disadvantage is that the protection path
remai ns unprotected until admnistrative action (or manua
reconfiguration) is taken to either restore the traffic back to the
wor ki ng path or to configure a backup path for the protection path.

6.4.9 1+1 Protection

In 1+1 protection, the resources (bandw dth, buffers, processing
capacity) on the backup path are fully reserved to carry only
working traffic. In MPLS, this bandw dth may be consi dered wast ed.
Alternately, this bandwi dth could be used to transmt an exact copy
of the working traffic, wth a selection between the traffic on the
wor ki ng and protection paths being nade at the protection nerge LSR
(PM) .

6.4.10 1:1, 1:n, and n:m Protection

In 1:1 protection, the resources (bandw dth, buffers, and processing
capacity) allocated on the protection path are fully available to
preenptable low priority traffic when the protection path is not in
use by the working traffic. |In other words, in 1:1 protection, the
working traffic normally travels only on the working path, and is
switched to the protection path only when the working entity is
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unavai l able. Once the protection switch is initiated, all the | ow
priority traffic being carried on the protection path is discarded
to free resources for the working traffic. This nmethod affords a
way to make efficient use of the backup path, since resources on the
protection path are not | ocked and can be used by other traffic when
t he backup path is not being used to carry working traffic.

Simlarly, in 1:n protection, up to n working paths are protected
using only one backup path, while in mn protection, up to n working
paths are protected using up to m backup paths.

6.4.11 Recovery Granularity

Anot her di mensi on of recovery considers the amount of traffic
requiring protection. This may range froma fraction of a path to a
bundl e of paths.

6.4.11.1 Selective Traffic Recovery

This option allows for the protection of a fraction of traffic
within the sane path. The portion of the traffic on an i ndividual
path that requires protection is called a protected traffic portion
(PTP). A single path may carry different classes of traffic, with
different protection requirenments. The protected portion of this
traffic may be identified by its class, as for exanple, via the EXP
bits in the MPLS shi m header or via the cell loss priority (CLP) bit
in the ATM header

6.4.11. 2 Bundling

Bundling is a technique used to group multiple working paths
together in order to recover them simltaneously. The | ogical
bundling of nmultiple working paths requiring protection, each of
which is routed identically between a PSL and a PM., is called a
protected path group (PPG. When a fault occurs on the working path
carrying the PPG the PPG as a whol e can be protected either by
being switched to a bypass tunnel or by being switched to a recovery
pat h.

6.5 Signaling Requirenents related to restoration [ SAHAOO]

Si gnal i ng nmechani sns for optical networks should be tailored to the
needs of optical networKking.

Sone signaling requirenents directed towards restoration in optical
net wor ks are:

1. Signaling nechanisnms should m nimze the need for manual
configuration of relevant information, such as |ocal topology.

2. Lightpaths are fixed bandwi dth pipes. There is no need to convey
conplex traffic characterization or other QoS paraneters in
signaling nessages. On the other hand, new service rel ated
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paraneters such as restoration priority, protection schene desired,
etc., may have to be conveyed.

3. Signaling for path establishnment should be quick and reliable.
It is especially inportant to m nimze signaling delays during
restoration.

4. Lightpaths are typically bi-directional. Both directions of the
path should generally be established al ong the sane physical route.

5. OXCs are subject to high reliability requirenents. A transient
failure that does not affect the data plane of the established paths
shoul d not result in these paths being torn down.

6. Restoration schenmes in nmesh networks rely on sharing backup path
anong many primary paths. Signaling protocols should support this
feature.

7. The interaction between path establishnment signaling and
automatic protection schenes should be well defined to avoid false
restoration attenpts during path set-up or tear down.

6.6 RSVP/ CR-LDP Support for Restoration [ BALAOO]

Special requirenments for protecting and restoring |lightpaths and the
extensions to RSVP and CR-LDP have been identified. Sonme of the
proposed extensions are as foll ows:

a. A new SESSI ON_ATTRI BUTE obj ect has been proposed, which indicates
whet her the path is unidirectional/bi-directional,
pri mary/ backup. Local protection 1+1 or 1:N can al so be
speci fi ed.

b. Setup Priority: The priority of the session with respect to
taki ng resources. The Setup Priority is used in deciding whether
this session can preenpt another session.

c. Holding Priority: The priority of the session wth respect to
hol di ng resources. Holding Priority is used in deciding whether
this session can be preenpted by anot her session.

Note that for the shared backup paths the crossconnects can not be
setup during the signaling for the backup path since nmultiple backup
paths may share the sane resource and can over-subscribe it. The

i dea behi nd shared backups is to make soft reservations and to claim
the resource only when it is required.

6.7 Fast restoration of MPLS LSPs [ SHEV9]
Fast recovery in MPLS is hanpered by the fact that detecting an LSP
failure at the ingress LSR can take a long tine. After a break in

an LSP hop, Notification nessages are propagated along the LSP
i nternmedi ate nodes back to the ingress LSR
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The fastest detection occurs at the local end of a link failure.
Schenmes that try to nmend connections at the point of failure are
known as "local repair" schenes.

A problemw th single L2 link failure is that nultiple LSPs can be
af fected and many (hundreds) ingress points nust be informed. Just
as a single L2 failure can affect nultiple LSPs, a single L1 failure
can affect multiple L2 |inks.

As noted earlier, L1 failure detection is fast due to physi cal

met hods (loss of light, loss of carrier signal). This is an
attractive property. Further, in a TDM optical nux (SONET), or
optical cross connect network, when a link fails all of the paths
(at that |ayer) which use the |Iink go down.

Unl i ke higher layers, the endpoints of those paths detect the
failure quickly because the signaling of the failure is very fast
(e.g., AIS signals in SONET) and because the signaling is sent to
each channel of the failed link. So in L1 networks, the detection
of a failed connection is fast and scales well for all connections
on the failed |ink.

A key to the solution for fast detection is the alignnent of L1, L2,
and L3 capabilities into a single node. This architecture and its
inpacts on the ability to detect LSP failure are now descri bed.

6.7.1 L1/L2/L3 Integration

As was noted earlier, in MPLS LSRs, the alignnment of the L3 and L2
t opol ogy brings sonme advantages in the speed at which the network
can react to a link failure. This integration is extended to
enconpass L1 conponents in order to realize further speed

advant ages.

An L1/L2/L3 switch is defined as an LSR conbined with an L1 cross
connect switch. This could be a SONET Add/Drop Mix, an optical
cross connect, or traditional TDMswtch. The integrated switch is
able to originate and termnate IP traffic fromthe L1 cross
connects. Conceptually, this is done over dedicated L1 channels
between the L1 cross connect and the pure IP router function of the
i ntegrated swtch.

Two L1/L2/L3 nodes are connected by a physical L1 link. A channel
inthat link is used as a router-router IP link. For exanple, an
OC-3 channel of an OC-48 |link with PPP over SONET for the fram ng.
This is anal ogous to the L2 control channel between two MPLS
swi t ches connected over an ATMinterface.

A key difference between this type of network and L2/L3 networKks,

whi ch are overlaid on L1 networks, is that the L1/L2/L3 network does
not have any L1 paths, which act as router-router links. In an
integrated network, the L3 routing protocol has a view of both the
L2 and L1 topol ogy since those | ayers are now ali gned.
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Here, in an L1/L2/L3 network, an L1 path has an LSR at every cross
connect point. To use an L1 path, treat it as if were an LSP, or
overlay an LSP onto this path. That is, consider the L1 path as a
cut-through. Wen an incomng |IP packet is matched to a Forwarding
Equi val ence C ass associated with this L1 cut-through, the IP
forwarding table entry points to the start of this L1 path. As with
L2 cut-through, an L2 header is added. The packet is sent to this
path and is then L1 switched until it reaches the end of the path.

At the termnation point, the packet could be L2 switched or L3

f or war ded.

6.7.2 An Exanpl e

Using L1 cut-through in an L1/L2/L3 network enables fast detection
of LSP failure. Consider two LSPs that are L1 cut-throughs:

LSR1- LSR2- LSR3- LSR4 and

LSR5- LSR2- LSR3- LSR6

If L1 Iink LSR2-LSR3 goes down, all nodes in both LSRs can detect
the path failure based on L1 physical nmethods. For exanple, |oss of
light (AlarmIndication Signal in SONET) or carrier signal (TDM.

In particular, the LSP endpoints can determne that the LSP is down
much faster than the protocol based nethod in LDP of Notification
messages which is processed at each LSR on the paths back to the

i ngress and egress. For exanple, propagation of the physical
failure is about 5 m croseconds per kiloneter.

Not only is the failure detection fast, but it scales for all LSPs
that are affected by a single L1 failure. In the exanple above, two
LSPs are notified, but if there were 192 paths in an OC192 |i nk,
then all of their endpoints could detect the link failure wwthin a
short period of time (a few mlliseconds).

When an LSP failure is detected, the LSR can reroute the traffic to
a backup LSP. This backup LSP could be pre-defined to be |ink
disjoint fromthe primary LSP, and could al so be set up in advance.
To avoi d wasting dedi cated bandwi dth (i.e., a dedicated backup L1
cut-through), the backup LSP for the L1 cut-through could be an LSP
created over L2 connections which share bandw dth (e.g., ATM UBR
VC) .

Assum ng that a backup LSP is already set up, restoration of a
failed LSP that is overlaid on an L1 cut-through could be

i npl emented with simlar performance to SONET Line and Ring
restoration.

For LSR which provide L3 connectionless forwarding, traffic fromthe
failed LSP could al so be immedi ately handled by L3 forwarding if a
backup path LSP is not provided.

7. Security Considerations
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Thi s docunent raises no new security issues for MPL(anbda) Swi tching
i npl enent ati on over optical networks. Security considerations are
for future study.

8. Acronyns

3R - Regeneration with Retimng and Reshapi ng
AlS - AlarmIndication Signal

APS - Automatic Protection Sw tching

BER - Bit Error Rate

BGP - Border Gateway Protocol

BLSR — Bi-directional Line-Swtched R ng

CR-LPD - Constraint-Based Routing Setup using LDP
CSPF - Constraint Shortest Path First

FA - Forwardi ng Adj acency

FA- LSP — Forwardi ng Adj acency Label Sw tched Path
FA-TDM — Tinme Division Miltiplexing capabl e Forwardi ng Adj acency
FA-LSC — Lanbda Swi tch Capabl e Forwardi ng Adj acency
FA- PSC — Packet Sw tch Capabl e Forwardi ng Adj acency
FA- FSC — Fi ber Switch Capabl e Forwardi ng Adj acency
FEC - Forwardi ng Equi val ence C ass

FIS - Failure Indication Signal

FRS - Failure Recovery Signal

GSWMP - General Switch Managenent Prot ocol

|GP - Interior Gateway Protocol

|S-1S — Internediate Systemto Internedi ate System Prot ocol

| TUT — International Tel econmuni cations Union — Tel econmuni cati ons
Sect or

LDP - Label Distribution Protocol

LF - Link Failure

LMP - Link Managenent Protocol
LMI - Link Media Type

LOL - Loss of Light

LOP - Loss of Packets

LOS - Loss O Signal

LP - Lightpath

LSA - Link State Adverti senent

LSC - Lanbda Switch Capabl e

LSP - Label Sw tched Path

LSR - Label Sw tched Router

MPLS - Multi-Protocol Lanbda Sw tching
MIG - MPLS Traffic G oup

NBMA - Non- Broadcast Muilti-Access

NHRP - Next Hop Resol uti on Protocol
OCT - Optical Channel Trail

COLXC - Optical layer crossconnect
Optical Miltiplex Section
Optical Performance Monitoring
OSPF - Open Shortest Path First
Optical Transport Network
Optical Transm ssion Section

e

99
nz
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OXC - Optical Crossconnect

PML - Protection Merge LSR

PMIG - Protected MPLS Traffic G oup
PMIP - Protected MPLS Traffic Portion
PPG - Protected Path G oup

PSC - Packet Switch Capable

PSL - Protection Switch LSR

PTP - Protected Traffic Portion
PVC - Permanent Virtual Grcuit
PXC - Photonic Crossconnect

Q@S - Quality of Service

RNT - Reverse Notification Tree
RSVP - Resource reSerVation Protoco
SHR - Self-healing Ring

SPRing - Shared Protection ring
SRLG — Shared Ri sk Link G oup

TDM - Tinme Division Miltiplexing
TE - Traffic Engineering

TLV - Type Length Val ue

TTL - Tine to Live

UNI - User to Network Interface
UPSR — Uni directional Path-Sw tched R ng
\VC - Virtual Circuit

WM — Wavel ength Division Miltiplexing

Ter m nol ogy

Channel :

A channel is a unidirectional optical tributary connecting two
OLXCs. Miltiple channels are nultiplexed optically at the DM
system One direction of an OC-48/192 connecting two i mmedi ately
nei ghboring OLXCs is an exanple of a channel. A channel can
generally be associated wth a specific wavel ength in the WM
system A single wavel ength may transport nultiple channels

mul ti plexed in the tinme domain.

Downst r eam node:
In a unidirectional lightpath, this is the next node closer to
destinati on.

Fai lure Indication Signal

A signal that indicates that a failure has been detected at a peer
LSR It consists of a sequence of failure indication packets
transmtted by a downstream LSR to an upstream LSR repeatedly. It
is relayed by each internmediate LSR to its upstream nei ghbor, unti
it reaches an LSR that is setup to performa protection switch

Fai l ure Recovery Signal

A signal that indicates that a failure along the path of an LSP has
been repaired. It consists of a sequence of recovery indication
packets that are transmtted by a dowmnstream LSR to its upstream

Many Aut hors I nformational - Expires May 2001 Page 50 of 57



| P over Optical Networks: Summary of |ssues Novenber 2000

LSR, repeatedly. Again, like the failure indication signal, it is
rel ayed by each internediate LSRto its upstream nei ghbor, until is
reaches the LSR that perforned the original protection swtch

First-hop router:

The first router within the domain of concern along the Iightpath
route. |If the source is a router in the network, it is also its own
first-hop router.

| nt er medi at e LSR
LSR on the working or protection path that is neither a PSL nor a
PM_.

Last-hop router:

The last router within the domain of concern along the |ightpath
route. |If the destination is a router in the network, it is also
its own |ast-hop router.

Li ght pat h:
This denotes an Optical Channel Trail in the context of this
docunent. See “Optical Channel Trail” later in this section.

Li nk Fail ure:

Alink failure is defined as the failure of the |ink probing
mechanism and is indicative of the failure of either the underlying
physi cal |ink between adjacent LSRs or a neighbor LSR itself. (In
case of a bi-directional link inplenmented as two unidirectional
links, it could nean that either one or both unidirectional |inks
are damaged.)

Li veness Message:

A nmessage exchanged periodically between two adjacent LSRs that
serves as a |link probing nechanism It provides an integrity check
of the forward and the backward directions of the |ink between the
two LSRs as well as a check of neighbor aliveness.

Loss of Signal:

A lower layer inpairnment that occurs when a signal is not detected
at an interface. This may be communicated to the MPLS | ayer by the
| ower | ayer.

Loss of Packet:

An MPLS layer inpairnment that is local to the LSR and consists of
excessi ve discarding of packets at an interface, either due to | abel
m smatch or due to TTL errors. Wrking or Active LSP established to
carry traffic froma source LSR to a destination LSR under nor mal
conditions, that is, in the absence of failures. |In other words, a
working LSP is an LSP that contains streans that require protection

MPLS Traffic G oup:

A logical bundling of nmultiple, working LSPs, each of which is
routed identically between a PSL and a PM.. Thus, each LSP in a
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traffic group shares the sane redundant routing between the PSL and
t he PM..

MPLS Protection Domai n:

The set of LSRs over which a working path and its corresponding
protection path are routed. The protection domain is denoted as:
(working path, protection path).

Non-revertive:

A switching option in which streans are not automatically swtched
back froma protection path to its correspondi ng worki ng path upon
the restoration of the working path to a fault-free condition.

Opaque:
Used to denote a bearer channel characteristic where it is capable
of being term nat ed.

Opti cal Channel Trail:

The el enmentary abstraction of optical |ayer connectivity between two
end points is a unidirectional Optical Channel Trail. An Optical
Channel Trail is a fixed bandw dth connecti on between two network

el ements established via the OLXCs. A bi-directional Optical

Channel Trail consists of two associated Optical Channel Trails in
opposite directions routed over the sane set of nodes.

Optical |ayer crossconnect (OLXCO):

A swi tching el enent which connects an optical channel from an input
port to an output port. The switching fabric in an OLXC may be
either electronic or optical.

Protected MPLS Traffic G oup (PMIG :
An MPLS traffic group that requires protection.

Protected MPLS Traffic Portion:

The portion of the traffic on an individual LSP that requires
protection. A single LSP may carry different classes of traffic,
with different protection requirenents. The protected portion of
this traffic may be identified by its class, as for exanple, via the
EXP bits in the MPLS shim header or via the priority bit in the ATM
header .

Protection Merge LSR

LSR that term nates both a working path and its correspondi ng

protection path, and either nmerges their traffic into a single
outgoing LSP, or, if it is itself the destination, passes the

traffic on to the higher |ayer protocols.

Protection Swtch LSR

LSR that is the origin of both the working path and its
correspondi ng protection path. Upon learning of a failure, either
via the FIS or via its own detection nechanism the protection
switch LSR switches protected traffic fromthe working path to the
correspondi ng backup path
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Protection or Backup LSP (or Protection or Backup Path):

A LSP established to carry the traffic of a working path (or paths)
followwng a failure on the working path (or on one of the working
paths, if nore than one) and a subsequent protection switch by the
PSL. A protection LSP may protect either a segnent of a working LSP
(or a segnent of a PMIG or an entire working LSP (or PMIG. A
protection path is denoted by the sequence of LSRs that it

traverses.

Reverse Notification Tree:

A point-to-nultipoint tree that is rooted at a PML and foll ows the
exact reverse path of the nultipoint-to-point tree forned by nerging
of working paths (due to |abel nerging). The reverse notification
tree allows the FISto travel along its branches towards the PSLs,
whi ch performthe protection swtch.

Reverti ve:

A switching option in which streans are automatically sw tched back
fromthe protection path to the working path upon the restoration of
the working path to a fault-free condition.

Soft state:

It has an associated tine-to-live, and expires and may be di scarded
once that tine is passed. To avoid expiration the state should be
periodically refreshed. To reduce the overhead of the state

mai nt enance, the expiration period may be increased exponentially
over tinme to a predefined maxinum This way the | onger a state has
survived the fewer the nunber of refresh nessages that are required.

Traffic Trunk:

An abstraction of traffic flow that follows the sane path between
two access points which allows sonme characteristics and attributes
of the traffic to be paraneterized.

Upst r eam node:
In a unidirectional lightpath, this is the node closer to the
sour ce.

Wor ki ng or Active Path:

The portion of a working LSP that requires protection. (A working
path can be a segnent of an LSP (or a segnent of a PMIG or a
conplete LSP (or PMIG.) The working path is denoted by the sequence
of LSRs that it tranverses.
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Ful | Copyright Statenent

"Copyright (C) The Internet Society (date). Al Ri ghts Reserved.
Thi s docunent and translations of it may be copied and furnished to
others, and derivative works that conment on or otherw se explain it
or assist inits inplnentation may be prepared, copied, published
and distributed, in whole or in part, without restriction of any

ki nd, provided that the above copyright notice and this paragraph
are included on all such copies and derivative works. However, this
docunent itself may not be nodified in any way, such as by renoving
the copyright notice or references to the Internet Society or other
I nt ernet organi zations, except as needed for the purpose of

devel oping Internet standards in which case the procedures for
copyrights defined in the Internet Standards process nust be
followed, or as required to translate it into.
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