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d What isan Operational Law?

1.

S 0k~ W

Utilization Law

Forced Flow Law

Little’'s Law

General Response Time Law
Interactive Response Time Law
Bottleneck Analysis
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Operational Laws

0 Relationships that do not require any assumptions about the
distribution of service times or inter-arrival times.

2 ldentified originally by Buzen (1976) and later extended by
Denning and Buzen (1978).

QO Operational = Directly measured.

0 Operationally testable assumptions
— assumptions that can be verified by measurements.

> For example, whether number of arrivalsis equal to the
number of completions?

» Thisassumption, called job flow balance, is operationally
testable.

> A set of observed servicetimesisor is not a sequence of
Independent random variables is not is not operationally
testable.
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Operational Quantities

Black
O Quantitiesthat can be directly measured — Box |
during afinite observation period.
a T = Observation interval A, = number of arrivals
a C, = number of completions B, = busy time B,
Arrival Rate A, — Number .of arrivals _ é
Time 1
Throughput X, — Number of. completions _ 9
Time T
Busy Time  B;
tilizats ;= = —
Valization Us = e  Time — T
Mean service time S Total time Served  B;
N servi me S; = = —
Number served C; -
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Utilization Law

Busy Time  B;
tilizati i = = —
Utilization U Total Time T

C; B; Completions Busy Time

X
T Cj Time Completions
= Throughput x Mean Service Time = X5,

2 Thisisone of the operational laws

Q Operational laws are similar to the elementary laws of motion

For example,
d= ot
= —a
2

0 Noticethat distance d, acceleration a, and timet are
operational quantities. No need to consider them as expected
vaues of random variables or to assume a distribution.
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Example 33.1

Consider anetwork gateway at which the packetsarrive at a
rate of 125 packets per second and the gateway takes an
average of two milliseconds to forward them.

Throughput X = Exit rate = Arrival rate = 125 packets/second
Servicetime § = 0.002 second
Utilization U;= X § = 125 % 0.002 = 0.25 = 25%

Thisresult isvalid for any arrival or service process.
Evenif inter-arrival times and servicetimesto are not |1D
random variables with exponential distribution.
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Forced Flow Law

0 Relates the system throughput to individual device
throughputs.

2 Inan open modd,
System throughput = # of jobs leaving the system per unit time

2 Inaclosed model, System throughput = # of jobs traversing
OUT to IN link per unit time.

a If observation period T issuch that A = C,
= Device satisfies the assumption of job flow balance.

O Each job makesV, requests for ith device in the system
aC=CyV orV,=C/C,V, iscdled visitratio
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Forced Flow Law (Cont)

Jobs completed (Y
Svyst th hput X = = —
YELEIL PTOUSAPY Total time T
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Forced Flow Law (Cont)

2 Throughput of it device:

C; C; C
Device Throughput X; = T = o % ?0
Q In other words:
X, =XV,
Q Thisistheforced flow law.
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Bottleneck Device

2 Combining the forced flow law and the utilization law, we get:

Utilization of ith device U; = X;5;
= XV;5;
U; = XD;

a HereD,;=V, § isthetotal service demand on the device for all
visits of ajob.

a The device with the highest D, has the highest utilization and is
the bottleneck device.
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Example 33.2

2 In atimesharing system, accounting log data produced the
following profile for user programs.

» Each program requires five seconds of CPU time, makes 80
1/O requests to the disk A and 100 I/O reguests to disk B.

» Average think-time of the users was 18 seconds.

» From the device specifications, it was determined that disk
A takes 50 milliseconds to satisfy an |/O request and the
disk B takes 30 milliseconds per request.

> With 17 active terminals, disk A throughput was observed
to be 15.70 1/0 requests per second.

2 We want to find the system throughput and device utilizations.
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Example 33.2 (Cont)

Dcpy = 5 seconds,
Vi = 80,
Vi = 100,
Z = 18 seconds,
S4 = 0.050 seconds,
Sp = 0.030 seconds,
N =17, and
X4 = 15.70 jobs/second

Q Since the jobs must visit the CPU before going to the disks or
terminals, the CPU visit ratio Is:
Vepy =Va+Ve+1=181

Deopy = 5 seconds
Dy = 54V4=0.050 x 80 = 4 seconds

D = SV =0.030 x 100 = 3 seconds
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Example 33.2 (Cont)

0 Using the forced flow law, the throughputs are:
X4 15.70

X = V. R0 0.1963 jobs/second
XCPU — XVCPU = (0.1963 x 181
= 35.48 requests/second
Xp = XVp=0.1963 x 100

= 19.6 requests/second

2 Using the utilization law, the device utilizations are:

Ucpy = XDepy =0.1963 x 5 = 98%
Us = XDy=0.1963 x 4 = 78.4%
Ug = XDp=0.1963 x 3 = 58.8%
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Transtion Probabilities

0 p; = Probability of ajob moving to j™ queue after
service completion at ith queue

2 Visit ratios and transition probabilities are equivalent
In the sense that given one we can always find the
other.

M
0 In asystem with job flow balance: C; = ~ Cip;;
i = 0 = visitsto the outside link r=0

a p;p = Probability of ajob exiting from the system after
completion of service at it device

M
a Dividing by C, we get: V, = Z Vipi;
1=0
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Transition Probabilities (Cont)

a Since each vigit to the outside link 1s defined as the
completion of the job, we have: v, =1

0 These are called visit ratio equations

2 In central server models, after completion of service at
every queue, the jobs always move back to the CPU
gueue:

pii=1 Vi#1l

pi; =0 Vi,j#1
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Transition Probabilities (Cont)

2 The above probabilities apply to exit and entrances from the
system (i=0), also. Therefore, the visit ratio equations become:

1 = Vipio

Vi = 14+Vo+V3+.--+Vy

ij = leljzzﬂ j=2,3,...,M
P10

0 Thus, we can find the visit ratios by dividing the probability p;
of moving to j*" queue from CPU by the exit probability p,,.
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Example 33.3

0 Consider the queueing network:

a Thevigtratiosare V ,=80, V5;=100, and V ~p,=181.

a After completion of service at the CPU the probabilities of the
job moving to disk A, disk B, or terminals are 80/181, 100/181,
and 1/181, respectively. Thus, the transition probabilities are
0.4420, 0.5525, and 0.005525.
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Example 33.3 (Cont)

QO Given the transition probabilities, we can find the visit ratios by
dividing these probabilities by the exit probability (0.005525):

X
AT 0.005525
0.5525
Vg = — 100
B 0.005525
Very = 14+V4+Ve=1+4+80+100= 181
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Little'sLaw

Mean number in the device
= Arrival rate X Mean time in the device

Qi = N R;
a If thejob flow is balanced, the arrival rate is equal to the
throughput and we can write:

Qi = X, R,
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Example 33.4

2 The average queue length in the computer system of Example
33.2 was observed to be: 8.88, 3.19, and 1.40 jobs at the CPU,
disk A, and disk B, respectively. What were the response times
of these devices?

2 In Example 33.2, the device throughputs were determined to

be:
Xopy = 35.48, X4 =15.70, and X = 19.6

a The new information given in thisexampleis:

Qcpy = 8.88, Q4 =3.19, and Qp = 1.40
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Example 33.4 (Cont)

0 Using Little's law, the device response times are:
RCPU — QCPU/XCPU — 888/3548 = 0.250 seconds

Ra=Qa/Xa=3.19/15.70 = 0.203 seconds
Ry =Qp/Xp =1.40/19.6 = 0.071 seconds
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Q Thereisonetermina per user and
the rest of the system is shared by
all users.

a Applying Little'slaw to
the central subsystem:

0 Q=XR Central

0 Here, subsyslan

0 Q = Total number of jobsin the system

QO R = system response time

O X = system throughput Q=Q1+Q2+--+Qum

XR=X1R1+XoRo 4+ +XpyRyp
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General Response Time Law (Cont)

2 Dividing both sides by X and using forced flow law:

R=ViRi +VoRg+ - -+ Vy Ry
a or,

M
R=> RV
1=1

Q Thisiscalled the general responsetime law.
a Thislaw holds even if thejob flow is not balanced.
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Example 33.5

2 Let us compute the response time for the timesharing
system of Examples 33.2 and 33.4

2 For this system:
VC’PU = 181, VA — 80, and VB = 100

RC’PU = 0.250, RA — 0.203, and RB = 0.071

Q The system response timeis:
R = RcpuVepu + RaVa+ RpVp
= 0.250 x 181 + 0.203 x 80 + 0.071 x 100
= 638.6

a The system response time Is 68.6 seconds.
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|nter active Response Time Law

a If Z=think-time, R = Response time

> Thetotal cycletime of requestsisR+Z

> Each user generates about T/(R+Z) requestsin T
2 If thereare N users.

System throughput X Total # of requests/Total time

N(T/(R+ Z))/T
N/(R+ Z)

or
R=(N/X)-Z
a Thisisthe interactive response time law
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Example 33.6

2 For the timesharing system of Example 33.2, we can compute
the response time using the interactive response time law as
follows:

Q Therefore:

X =0.1963, N =17, and Z = 18

N 17
= — — Z p—
H X 0.1963

0 Thisisthe same as that obtained earlier in Example 33.5.

— 18 = 86.6 — 18 = 68.6 seconds
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Bottleneck Analysis

Q From forced flow law:
a The device with the highest total service demand D,

has the highest utilization and is called the bottleneck
device.

2 Note: Delay centers can have utilizations more than
one without any stability problems. Therefore, delay
centers cannot be a bottleneck device.

2 Only queueing centers used in computing D,

2 The bottleneck device isthe key [imiting factor in
achieving higher throughpuit.
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Bottleneck Analysis (Cont)

2 Improving the bottleneck device will provide the
nighest payoff in terms of system throughpuit.

2 Improving other devices will have little effect on the
system performance.

2 ldentifying the bottleneck device should be the first
step in any performance improvement project.
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Bottleneck Analysis (Cont)

2 Throughput and response times of the system are
bound as follows:

1 N )
Das D+ Z

X(N) <min{
and

R(N) > max{D,NDqr — Z}

a Here, D=%D; I1sthesum of total service demands
on all devices except terminals.

2 These are known as asymptotic bounds
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Bottleneck Analysis: Proof

2 The asymptotic bounds are based on the following
observations:

2 The utilization of any device cannot exceed one. This
puts alimit on the maximum obtainable throughput.

2 The response time of the system with N users cannot
be less than a system with just one user. This puts a
limit on the minimum response time.
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Proof (Cont)

2 The interactive response time formula can be used to
convert the bound on throughput to that on response
time and vice versa.

a For the bottleneck device b we have:
Ub — XDmax
a Since U, cannot be more than one, we have:

XDmaa: <1

1
Dma:r;

X <
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Proof (Cont)

2 With just one job in the system, there Is no queueing
and the system response time is ssmply the sum of the
service demands:

R(1)=D1+Dy+---+Dpy =D

Q0 Here, D Isdefined as the sum of all service demands.

2 With more than one user there may be some queueing
and so the response time will be higher. That is:
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Proof (Cont)

2 Applying the interactive response time law to the

bounds:
R(N) > D

2 Combining these bounds we get the asymptotic
bounds.
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Typical Asymptotic Bounds

Respanse
e
D
0
2 H‘n Number of users
A 1 —Slope - 1D+2)
I’ Dmax
Threughgut

Number of mern
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Typical Asymptotic Bounds (Cont)

2 The number of jobs N at the kneeis given by:
D=N"D, 00 — 2

D+Z
B Dmaa:

Q If the number of jobsis more than N°, then we can say with
certainty that there is queueing somewhere in the system.

0 The asymptotic bounds can be easily explained to people who
do not have any background in queueing theory or performance
analysis.

N*
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Example 33.7

2 For the timesharing system considered in Example 33.2:
Dopy=5,D4=4,Dp =3,7 =18
D=Dcpy+Ds+Dp=5+4+3=12
Dpaz = Dopu =95

Q The asymptotic bounds are:

N 1 N 1
X(N) < mi — min<{d —. =
() = m{D—I—Z’me} 1n{30,5}

R(N) > max{D, NDy,q. — Z} = max{12,5N — 18}
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Throughput

Example 33.7: Asymptotic Bounds

0.20

- = RVA

0.15

0.10

0.05

—_ MVA
— === Agymptotic bound
L | I I - | I T I T -
ﬂ'wﬂ 3 4] 15 N ul.'l 3 10 13 20
Nember of users Number of wsers
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Example 33.7 (Cont)

Q The knee occurs at:

12 = 5N* — 18
or
N 1241830
5 5

2 Thus, If there are more than 6 users on the system,
there will certainly be queueing in the system.
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Example 33.8

2 How many terminals can be supported on the timesharing
system of Example 33.2 if the response time has to be kept
below 100 seconds?

2 Using the asymptotic bounds on the response time we get:
R(N) > max{12,5N — 18}

Q The response time will be more than 100, if: 5N — 18 > 100

a Thatis, if: N > 23.6

2 the response time is bound to be more than 100. Thus, the
system cannot support more than 23 users if aresponse time of
less than 100 is required.

33-39




[ N
.. Utilization Law:

U = X5 =XD;
Forced Flow Law: X, = XV
Little’s Law: Qz = XZRz
General Response Time Law: R = Zi\il R, V;
Interactive Response Time Law: R = % -7
Asymptotic Bounds: R > max{D,NDy, — Z}
X < min{l/Dnus, N/(D+ Z)}

Q Symbols:

SO

max

NHHINTSL w30 =

Summary

Sum of service demands on all devices = ) . D;
Total service demand per job for ith device = S;V;
Service demand on the bottleneck device = max;{D;}
Number of jobs in the system

Number in the ith device

System response time

Response time per visit to the ¢th device

Service time per visit to the ith device

Utilization of 7th device

Number of visits per job to the ¢th device

System throughput

Throughput of the ith device

Think time
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Homewor k

For atimesharing system with two disks (user and system), the
probabilities for jobs completing the service at the CPU were found
tobe0.75todisk A, 0.15to disk B, and 0.1 to the terminals. The
user think time was measured to be 5 seconds, the disk service times
are 30 milliseconds and 25 milliseconds, while the average service
time per visit to the CPU was 40 milliseconds.

Using the queueing network model shown in Figure 32.8 answer the
following for this system:

a. For each job, what are the vigit ratios for CPU, disk A, and disk B?

b. For each device, what is the total service demand?

c. If disk A utilization is 50%, what is the utilization of the CPU and
disk B?

d. If the utilization of disk B is 8%, what is the average response time
when there are 20 users on the system?
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Homework (Cont)

e. What is the bottleneck device?
f. What is the minimum average response time?

g. What is the maximum possible disk A utilization for this
configuration?

h. What is the maximum possible throughput of this system?

I. What changes in CPU speed would you recommend to achieve a
response time of ten seconds with 30 users? Would you also need a
faster disk A or disk B?

]. Write the expressions for asymptotic bounds on throughput and
response time.
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Homework (Cont)

For this system which device would be the bottleneck if:

K. The CPU isreplaced by another unit that istwice asfast?
|. disk A isreplaced by another unit that istwice as slow?
m. disk B isreplaced by another unit that is twice as slow?

n. The memory sizeis reduced so that the jobs make 25 times
more visits to disk B due to increased page faults?
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