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1. Introduction

The goal of this docunment is to analyze the capacity requirenents of the contro
channel wunder different conditions. Such an analysis helps in naking educative
guesses on the design of the control channel encoding mnechanisnms (such as, an
answer to - Do | need OC 3 or SONET JO overhead is enough for the control
traffic?). At the same time this cannot provide the exact analysis of the traffic
to bits due to the varied conbination of protocol features used under different
networ k design considerations. W begin with nmany assunptions about the contro
pl ane topol ogy etc to provide a baseline analysis and eventually relax themto get
nore accurate anal ysis.

The protocols that constitute control plane traffic are:

- El enment managenent protocols, such as OSS, NMS, EM. and other tools rel ated

traffic.
- Link rmanagenent protocols, such as LMP, XDP, OSC etc for the managenent of
optical l|inks between the optical equipnent.

- Routing protocols, such as OSPF, I1SIS, BG etc for the exchange of
topol ogi cal and traffic engineering information and

- Signaling protocols, such as RSVP, LDP for the exchange of connection
mai nt enance rel ated information.

These protocols normally have different sets of protocol features active (and
hence the traffic) under the following three conditions:

- Traffic pattern during the node or protocol initialization
- Traffic pattern during stable conditions, and
- Traffic pattern during the failure conditions.

The analysis of these protocols can be incrementally conplicated to different
topologies. A possible grouping of such conplications can be visualized as
fol | ows:

- Intra-domain (or intra-area) communication
- Inter-domain (or inter-area) comunication and
- Inter-AS comuni cation

To have a streamined analysis, we nake the follow ng assunptions, which we plan
to relax in the future versions of the docunent.

- EM. (H enent Managenent Layer) and NVS (Network Managenent Systen) traffic
is not considered in this version of the docunent.

- We consider (to begin with) only OSPF as the I GP routing protocol, RSVP as
the signaling protocol and LMP, DAWDM LMP as the |ink nanagenent protocols.

- To be relevant for the optical domain, we consider GWLS scenario with |ink
bundl i ng concept and with LMP between the nodes.

- We only consider the intra-domain case to begin with in this docunent.

-  One node cones up or goes down at a given time (long enough for the network
to reach stable condition after this event).

- W do not consider the retransm ssion of the packets, as this spreads the
traffic across tine, instead of increasing the peak of the traffic, and
hence, no nodification to the bandw dth requirenents.



It is assuned that all the data can be fit into one MU in the follow ng
di scussion. This assunption will be relaxed in the next releases of the
docunent .

A broadcast nedium is assunmed between the routers in the network, to
identify the maxi mum possible traffic.

In this analysis, we do not consider nodal | oad.

We assune that the nodal processing is negligible.

docunent is organized as foll ows:

In section 2, we present the reference nodel used for this analysis.

In section 3, we present the traffic analysis results for certain
conbi nation of the variables in the reference nodel.

In section 4 we present the future steps we would like to take on this
docunent s.

In sections 5 and 6 we have acknow edgenents and references.

In Appendi x 1, we present the protocol packet size analysis.

In Appendices 2, 3, and 4 we analyze the initialization, the stable and the
failure condition analysis.

In Appendix 5, we present the summary of the appendices in ternms of the
total traffic.

2. Reference model

A basic reference nodel required for this analysis is presented in Figure 1. Refer
to the appendix for the detailed calculation of the protocol packet sizes. Note:
The traffic in this docunment is measured from a node’s perspective (to avoid
duplicate counting of protocol data) as outgoing and incoming traffic, which
account for east bound and west bound traffic.

Not at i on:

N — Edge nodes to a given donmain

M — Average nunber of peers for every node (Li ke capabl e el enents)
C — Average nunber of clients for every node (Custoners)

TE. — Average nunber of TE |inks between the two nei ghbors

D — Average nunber of data bearing links in a TE |ink

T, — Keep alive time between routing nei ghbors
Ts — Keep alive tinme between signaling neighbors
T, — Keep alive tinme between |ink managenment nei ghbors
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Figure 1 A reference optical network model for the discussion in this document

3. Summary of traffic pattern

The followi ng is the approach used for arriving at the reasonabl e nunbers:

1. Calculate different protocol data packet |engths for the routing, signaling
and |ink managenent protocols (Appendix 1).

2. Divide the traffic into the three conditions as nentioned earlier into
initialization tine, stable condition, and failure condition cases.



Further group the traffic in each condition to approximate the traffic that
can go in parallel

Find traffic in bytes for each case with certain realistic assunptions on
the vari abl es (Appendi x 2, Appendi x 3, Appendix 4).

Make guess on the spread of the traffic with the help of default tinmer
val ues for each of the protocols.

Find the final nunbers for a given topological assunptions, which is
presented in the follow ng table.

In the following table, we present the anobunt of traffic being generated under
di fferent topol ogical assunptions. The nunbers are derived by using the analysis
presented in the appendices as referred in the table.

4. Future work

In future we would like to extend this work to:

Inter-area and inter-AS scenari os,

I ncl ude other routing and signaling protocols,

Include traffic due to el enent nmanagenent protocols and applications, and
Extrapol ate this work to conpl ex topol ogi es and scenari os.
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Appendix 1. Protocol packet sizes

1.1. OSPF
Abbreviation Message type Number of bytes
CWVH Common nessage header 24
LSH Li nk state header (LSH) 20
RLLSA Router |ink LSA LSH + 4 + {(# of links) * (12 +
[4 * (# of ToS reported)]) }




NLLSA Networ k |ink LSA LSH + 4 + (# of attached routers) * 4
SLSA Summary LSA LSH + 4 + (# of ToS reported) * 8
ASEL SA AS External LSA LSH + 4 + (# of ToS reported) * 12 + 12
Hpkt Hel | o packet CwvH + 20 + (# of valid neighbors) * 4
DDpkt Dat abase descri ption packet CvH + 8 + (# of LSAs) * 20
LSRpkt Li nk state request packet CwvH + (# of LSAs) * 16
LSUpkt Li nk state update packet CWH + 4 + [LSA Length 1 + .]
LSACKpkt Li nk state acknow edgenent CWvH + (# of LSAs) * 20
packet
Note: TE stuff (link capability information) need to be added.
1.2. RSVP
Note: All objects are for I1PV4. 1PV6 will be considered |ater.
Abbreviation Message type Number of bytes
CWVH Common nessage header 8
GOBJH Ceneral object header 4
SOBJ Session (bject (1) GOBJH + 8 = 12
HOBJ Hop object (3) GOBJH + 8 = 12
| OBJ Integrity object (4) GOBJH + 28 = 32
TVOBJ Ti me val ues object (5) GOBJH + 4 = 8
ERROBJ Error specification object (6) GOBJH + 8 = 12
SCPOBJ Scope object (7) GOBJH + N * 4
STYOBJ Styl e object (8) GOBJH + 4 = 8
CLFOBJ Control l ed [ oad flow GCBJH + 32 = 36
speci fication object (9)
GSFOBJ Quar ant eed service flow GOBJH + 44 = 48
speci fication object (9)
FSPECOBJ Filter specification object (10) GOBJH + 8 = 12
STEMPOBJ Sender tenpl ate object (11) GOBJH + 8 = 12
STSPECOBJ Sender Tspec object (12) GOBJH + 32 = 36
ADSPECOBJ ADSPEC obj ect (13)
POBJ Sanpl e policy object (14) GOBJH+ 4 + L =12 + L
CONFOBJ Confirmati on object (15) GOBJH + 4 = 8
Ppkt PATH packet CVH + (4) + (1) + (3) + (5 + [(14)]
+(11) + (12) + [(13)] =
140 + L + [(13)]
PERRpkt PATH ERR packet CVH + (4) + (1) + (6) + (14) +(11) +
(12) + [(13)] =132 + L + [(13)]
Rpkt RESV packet CVH + (4) + (1) + (3) + (5) + [(15)]




+[(7)] + [(14)] + (8) + (# of
filters) * ((9) + (12)) =
112 + N* 4 + L + n* (60)

RERRpkt RESV ERR packet CWH + (4) + (1) + (3) + (6) +[(7)] +
[(14)] + (8) + (# of error filters) *
((9) + (12)) =
100 + 4 * N+ L + m* 60
RCONFpkt RESV CONF packet CVH + (4) + (1) + (6) + (15) + (8) +
(# of filters) * ((9) + (12)) =
84 + n* 60
PTEARpkt PATH TEAR packet CWH + (4) + (1) + (3) + (11) + (12) +
[(13)] = 132 + L + (13)
RTEARpkt RESV TEAR packet CWH + (4) + (1) + (3) +[(7)] + (8) +
(# of filters) * ((9) + (12)) =
76 + N* 4 + n *(60)
M Dpkt MESSAGEI D packet
SREFRESHpkt SREFRESH packet

1.3. LMP/DWDMLMP

Abbreviation Message type Number of bytes
CWVH Common Message Header 12
AB Aut henti cati on bl ock 24
TLVH LMP TLV Header 4
HCTLV Hell o configuration TLV TLVH + 4 = 8
CAPTLV LMP capability TLV TLVH + 4 = 8
TELTLV TE Link TLV TLVH + 12 = 16
DLTLV Data-link TLV TLVH + 12 + DLSUBTLV = 16 + DLSUBTLV
DLSUBTLV Data-link sub TLV None yet
FCTLV Fai | ed channel TLV TLVH + 4 * # of LClDs
ACTTLV Active channel TLV TLVH + 4 + 4 * # of LClDs
BSpkt Boot st rap packet CWH + 24 = 36
CONFpkt CONFI GURE packet CWH + 8 + (HCTLV + CAPTLV+ ..) = 36 + .
CONFACKpkt CONFI GURE ACK packet CWH + 16 = 28
CONFNACKpkt CONFI GURE NACK packet CWH + 16 + TLVs = 28 + TLVs
Hpkt HELLO packet CvWH + 8 = 20
L SUMpkt LI NK SUMAMRY packet CWH + 4 + (# TELTLV) * 16 + (# DLTLV) * 16
L SUMACKpkt LI NK SUMAMRY ACK packet CWH + 20 = 32
L SUMNACKpkt LI NK SUMVARY NACK packet CWH + 8 + (# TELTLV) * 16
+ (# TELTLV * # DLTLV) * 16
BVpkt BEG N VERI FY packet CWH + 28 = 40
BVACKpkt BEG N VERI FY ACK packet CWH + 16 = 28
BVNACKpkt BEG N VERI FY NACK packet CWH + 12 = 24




TESTpkt TEST packet CvWH + 8 = 20
TSUCCpkt TEST SUCCESS packet CWH + 16 = 28
TFAI Lpkt TEST FAlI LURE packet CW + 8 = 20
TACK TEST STATUS ACK packet CWH + 8 = 20
EVpkt END VERI FY packet CvWH + 8 = 20
EVACKpkt END VERI FY ACK packet CW + 8 = 20
CFAIl Lpkt Channel Fail packet CvWH + 8 + (# failed Chs) * FCILV
CFACKpkt Channel fail ACK packet CvWH + 8 = 20
CENACKpkt Channel fail NACK packet CvWH + 8 + (# failed Chs) * FCILV
CACTpkt Channel active packet CvWH + 8 + (# of active TLVsS) * ACTTLV
CACTACKpkt Channel active ACK packet CvH + 8 = 20
1.4. Others
Appendix 2. Initialization time traffic analysis

VWhen an optical node comes up it
1. El ement managenent protocols (TBD)
a. Configuration downl oad
2. Link managenent protocol traffic

a. Boot strapping

b. Link association
3. Routing protocols

a. Nei ghbor discovery

b. Topol ogy di scovery

c. Link capability discovery
4. Signaling protocols

a. Nei ghbor discovery

b. Sessi on nai ntenance

i nvol ves itself

2.1. Traffic due to link management protocols

2.1.1 Boot strapping

The messages exchanged during this phase are:

- Bootstrap packets (BSpkt)

- Configure (CONFpkt), configure
negati ve acknow edgenent

- Hello packets (Hpkt)

The

Initial

Amount of traffic going out

acknow edgenent
( CONFNACKpkt )

traffic generated by these packets is due to:

keep alive

M * BSpkt + M* CONFpkt + M* Hpkt
M * 92 bytes

( CONFACKpkt ) ,

in the followi ng activities:

configure

Boot st rap packets exchanged by the new node with the other existing nodes
Configurati on exchanges with the nei ghbors
hel | o packet generation for




Amount of traffic coming in M * BSpkt + M* CONFACKpkt + M * Hpkt

M * 84 bytes

2.1.2 Link association

The messages exchanged during this phase are:
- Link summary (LSUMpkt), link sumrary acknow edgenent (LSUVACKpkt) or
negati ve acknow edgenent (LSUMNACKpkt)
- Begin verification (BVpkt) and end verification packets (EVpkt) and their
acknow edgenent s ( BVACKpkt, EVACKpkt)
The traffic generated by these packets is due to:

- Exchanging link validation and verification rel ated nmessages

M* LSUMpkt + [M* TE_* BVPkt]+ [M* TE_ * EVpkt]

Amount of traffic going out
= 16 * (1 + TEL. * D) + [M* TE_ * 60] bytes

=M

*

Amount of traffic coming in = M* LSUMACKpkt + [M* TE_ * BVACKpkt ]
+ [M* TE * EVpkt]
=M* 32 + [M* TE_ * 48] bytes
2.2. Traffic due to routing protocols
2.2.1 Neighbor discovery

The messages exchanged during this phase are:
- Hello packets (Hpkt)
The traffic generated by these packets is due to:

- Hello packet by source to all the OSPF capable routers
- Hello responses by the destinations to the new nei ghbor

Amount of traffic going out Hpkt = 48 bytes
Amount of traffic comng in = M* Hpkt = M (44 + 4 * M bytes
2.2.2 Topol ogy di scovery

Assunption: Node under reference is assumed to be a slave and its peers are
assunmed to be nasters.

The messages exchanged during this phase are:
- Database description packets (DDpkt), Link state request packets (LSRpkt),
link state update packets (LSUpkt) and Link state acknow edgenent packets
( LSACKpkKt )

The traffic generated by these packets is due to:
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- Database synchronization packet(s) (Master —> Sl ave)
- Link state request packet(s) (Slave -> Master)

- Link state update packets (Master -> Sl ave)

- Link state acknow edgenent packets (Sl ave -> Master)

Amount of traffic going out M * {LSRpkt (L LSAs) + LSACKpkt (L LSAs)}
=M* (24 + 16 * L) + M* {(24 + 20 * S -1 s5(Ly))} bytes
Amount of traffic coming in M * {DDpkt (L LSAs) + LSUpkt (L LSAs)}

=M* {(32 +L* 20) + (28 + S n-1.s5(Lhn * N)))} bytes

I +

\Wer e:
n = LSA type
L, = Length of LSA type n
N, = Nunber of LSAs of type n

The LSA types are:

- Router LSA

- Network link LSA
- Summary LSA

- AS external LSA

Qut of these, in an intra-area case, we can consider traffic due to only the
router LSAs. Other traffic can be assuned null, especially in an overlay nodel.

On router LSA
Wth Mrouting peers, TE_ |inks between each routing peers, and assuming 5 ToS
declarations between the routers the length of the router LSA can be
determined as Lioutertsa = {TEL * (12 + [4 * 5])) = (TE.L * 32) per routing peer.
And the nunber of such router LSAs is M

The above summations will becone:

Amount of traffic going out= M* (24 + 16 * TE) + M* (24 + 20 * (TE. * 32)) bytes

Amount of traffic coming in= M* {(32 + TEL * 20) + (28 + (TE.L * 32) * M} bytes

2.2.3 Link capability discovery (TBD)

Not e:

Li nk TLV 2
LI NK_TYPE SUB TLV 2
LINK I D SUB TLV 4
LI NK_QUTD SUB TLV 4
LINK INID SUB TLV 4
LI NK_PROTECTI ON_SUB TLV 4
LI NK_DESCRI PTOR SUB TLV 8
LI NK_SRLG SUB TLV 16
LOCAL I P 4
REMOTE | P 4
TE_METRI C 4
MAX_BW 4
M N_BW 4

11



UNRESERV_BW 4
RESRC_CLASS/ COLOR 4

The messages exchanged during this phase are the:

- Link TE capability packets (Opaque LSAs)

2.3. Traffic due to signaling protocols
2.3.1 Nei ghbor discovery (not applicable to RSVP)

2.3.2 Session mai ntenance (not applicable to RSVP)

Appendix 3. Stable condition traffic analysis

VWhen an optical node is in the stable condition, the following are the activities
it involves itself with:

1. El ement managenent protocols (TBD)
a. Changes in the configuration activity
2. Link managenent protoco
a. Keep alive nessages
b. Changes in the |ink association
c. Exchangi ng performance nonitored i nformation
3. Routing protocols
a. Keep alive activity
b. Conmuni cating new link(s) availability
c. Communi cating the changes in the Iink capability
4. Signaling protocols
a. Signaling protocol activity for connecti on nanagenent
b. Refreshing the existing connections (RSVP)

3.1. Traffic due to link management protocols
3.1.1 Keep alive nessages

The messages exchanged during this phase are:
- Hello packets (Hpkt)
The traffic generated by these packets is due to:

- Hello packet generation for keep alive

Amount of traffic going out = M* Hpkt M * 20 bytes

Amount of traffic coming in = M* Hpkt M * 20 bytes

3.1.2 Changes in the |link association

The messages exchanged during this phase are:

12



- Link summary, |ink summary acknow edgenent or negative acknow edgenent
- Link verification process rel ated nmessages

The traffic generated by these packets is due to:
- Exchangi ng changes to the link validation and verification rel ated nmessages

Amount of traffic going out = LSUMpkt + [TE.c *BVPkt]+ [ TEc *EVpkt]
=16 * (1 + TEc * D¢ + [TEc * 60] bytes

Amount of traffic coming in = LSUVACKpkt + [TEc *BVACKkt]+ [ TEc *EVpkt]
= 32 + [TEc * 48] bytes

Wher e:

TE.c — Nunber of TE |inks changes
Dc — Average nunber of data bearing links that are affected

3. 1.3 Exchangi ng performance nonitored i nformati on (TBD)

3.2. Traffic due to routing protocols
3.2.1 Keep alive activity

The messages exchanged during this phase are:
- Hello packets
The traffic generated by these packets is due to:
- Hello packet by source to all the OSPF capable routers

Amount of traffic going out
Amount of traffic coming in

Hpkt = (44 + 4 * M bytes
M* Hpkt = M (44 + 4 * M bytes

3.2.2 Comunicating new link(s) availability

The messages exchanged during this phase are:
- Link state update packets
The traffic generated by these packets is due to:

- Link state update packets (Master -> Sl ave)
- Link state acknow edgenents (Slave -> Master)

Amount of traffic comng in = M* {LSUpkt (L LSAs)}
=M* {(28 + S -1 .5(Ln * Ncy))} bytes

\Wer e:
n = LSA type
L, = Length of LSA type n
Nc, = Nunber changed of LSAs of type n

13



Amount of traffic going out = M* {LSACKpkt (L LSAs))
=M* {(24 + 20 * S -1 s(Ln))}

-  TEq - Average nunber of TE |inks change per second
- Dq — Average nunber of data bearing |inks change per TE link

As we assunmed in the previous condition, we ignore LSAs other than router LSA
Wth this in consideration the above traffic changes to:

Amount of traffic comng in = M* (28 + (Do * 32) * TEy) bytes
Amount of traffic going out = M* (24 + 20 (TE.L * 32)) bytes

-  TEq - Average nunber of TE |inks change per second

- Dq — Average nunber of data bearing |inks change per TE link

3.2.3 Comunicating the changes in the |link capability (TBD)

Need to add opaque LSA stuff here.

3.3. Traffic due to signaling protocols
3.3.1 Signaling protocol activity for connecti on managenent

The messages exchanged during this phase are:
- Path (Ppkt), Resv (Rpkt) and Resv Confirmation (RCONFpkt) nessages
The traffic generated by these packets is due to:

- Path nessages to add new connecti ons
- Resv nessages to add new connections and a confirmation to the resv

Amount of traffic coming in = M* (S ;.  umNmM * Rpkt
=M* (S1. . mNPp * (112 + N* 4 + L + n * 60)

Nm = Number of connection request for the ni" nei ghbor
L Length of the policy objects for the path
n Average nunber of filters per reservation = 2 (reasonabl e assuntption)

Amount of traffic going out = N* (S ;.  umNm * (Ppkt + RCONFpkt)

=N* (S, wmNmp * (140 + L + 84 + n * 60)

=N* (S, wmNm * (224 + L + n * 60)
Nm = Number of connection request for the M" nei ghbor
L = Average length of the policy objects for the path = 100 bytes (off the air
assunpti on)
If we assune on average there are C clients to an edge node as shown in Figure 1,
and each client makes CR nunmber of average connection requests then the above
equati ons becone:

Amount of traffic comngin=N* C* CR* (112 + N* 4 + 100 + 2 * 60)
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=N* C* CR* (332 + N* 4) bytes
Amount of traffic going out C* CR* (224 + 100 + 2 * 60)
C* CR * 444 bytes

3.3.2 Refreshing the existing connections (RSVP)

The messages exchanged during this phase are:
- Path and Resv nessages
The traffic generated by these packets is due to:

- Path nessages to refresh existing connections
- Resv nessages to refresh existing connections

Amount of traffic coming in = M* (S ;.  umNmM * Rpkt
=N*(Sy1. . mNp * (112 + N* 4 + L + n * 60)
=N* C* CR* (412 + N* 4)

Amount of traffic going out = M* (S ;. u N1 * Ppkt
=N* (S;. . mwNmM * (140 + L)
=N* C* CR* 240

Appendix 4. Failure condition traffic analysis

VWhen an optical node or a link is down then the followng are the activities that
create traffic on the network:

1. Elenment managenent protocols (TBD)
2. Link managenent protoco
a. Keep alive nessages
b. Fault reporting traffic
c. Switching over activity
3. Routing protocols
a. Keep alive nessages
b. Topol ogi cal synchronization
4. Signaling protocols
a. Propagating the connection failures
b. Rerouting/ reestablishing the connections

Note: The routing hello packets or signaling refresh nechanisns detect node
failure. It cannot be detected by the Iink managenent protocols.

4_.1. Traffic due to link management protocols
4.1.1 Link failure

4.1.1. 1Keep alive nessages
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The messages exchanged during this phase are:
- Hello packets (Hpkt)
The traffic generated by these packets is due to:

- Hello packet generation for keep alive

Amount of traffic going out = M* Hpkt M * 20 bytes

Amount of traffic coming in = M* Hpkt M * 20 bytes

4.1.1. 2Fault reporting traffic

The messages exchanged during this phase are:
- Channel fail and channel fail acknow edgenent packets
The traffic generated by these packets is due to:
- Exchanging link failure messages related to the link(s) unavailability
Amount of traffic going out = CFAILpkt = 20 + (TE;. * (4 + 4 * (D))) bytes
Wer e:

TEr, = Nunber of failed TE |inks
D = Average nunber of component |inks per failed TE |ink

Amount of traffic coming in = CFACKpkt = 20 bytes

4.1.1.3Swi tching over activity (TBD)

4.1.2 Node failure

Node failure is not detected by the |ink nanagenent protocols.
4.1.2. 1Keep alive nessages

The messages exchanged during this phase are:
- Hello packets (Hpkt)
The traffic generated by these packets is due to:

- Hello packet generation for keep alive

Amount of traffic going out = M* Hpkt M * 20 bytes

Amount of traffic coming in = M* Hpkt M * 20 bytes
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4_.2. Traffic due to routing protocols
4.2.1 Link failure
4.2.1. 1Keep alive activity

The messages exchanged during this phase are:
- Hello packets
The traffic generated by these packets is due to:
- Hello packet by source to all the OSPF capable routers

Amount of traffic going out
Amount of traffic coming in

Hpkt = (44 + 4 * M bytes
M* Hpkt = M (44 + 4 * M bytes

4.2.1.2Topol ogi cal synchroni zati on

The messages exchanged during this phase are:
- Link state update, acknow edgenent packets
The traffic generated by these packets is due to:

- Link state update packets (Detected node -> O her nei ghbors)
- Link state acknow edgenents (Nei ghbors -> Detected node)

Amount of traffic comng in = M* {LSUpkt (L LSAs)}
= M* {(28 + S n=l..5(Ln * TEFL))} byteS
Wher e:
n = LSA type
L, = Length of LSA type n
TEr. = Nunber of failed LSAs of type n

Amount of traffic going out = M* {LSACKpkt (L LSAs))
=M* {(24 + 20 * S -1 s(Ln))}

Wth the router LSA assunption this will becone:
Amount of traffic comng in = M* {(28 + (TE.* 32) * TEr))} bytes

Amount of traffic going out = M* {(24 + 20 * (TEr. * 32) bytes

4.2.2 Node failure
4.2.2. 1Keep alive activity

The messages exchanged during this phase are:

- Hello packets
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The traffic generated by these packets is due to:

- Hello packet

Anmpunt of traf
Anmpunt of traf

4.2.2.2Topol ogi cal

by source to all
fic going out = Hpkt
fic comng in = M* Hpkt

synchroni zati on

t he OSPF capable routers

= (44 + 4 * M bytes

=M(44 + 4 * M bytes

The messages exchanged during this phase are:

- Link state update,

acknow edgenent

packet s

The traffic generated by these packets is due to:

- Link state update packets (Detected node -> O her

nei ghbor s)

- Link state acknow edgenents (Nei ghbors -> Detected node)

Anmpunt of traf

Wher e:
n
Ly

fic comng in =

= LSA type
= Length of LSA type n

M* M* {LSUpkt
=M* M* {(28 + S n-1 s(Ly *

(L LSASs)}
TEr))} bytes

TEr. = Nunber of failed LSAs of type n

Amount of traffic going out =

M* M* {LSACKpkt

(L LSAs))

=M* M* {(24 + 20 * S -1 5(Ly))}

4_3. Traffic due to signaling protocols

No extra traffic due to RSVP as it does behave exactly as it

condi tions.

Amount of traffic going out =

Amount of traffic coming in =

Appendix 5.

5.1. Spread

In the following table we capture different

Total traffic

factor calculation

So we just add the stable condition traffic here.

{N* C* CR* 844} bytes

times (default

is during the stable

{N* C* CR* (744 + N * 8)} bytes

val ues from the M Bs)

that helps in spreading the traffic.
Traffic LMP RSVP OSPF
condition
Initialization Hello interval (T || Path/ Resv refresh||Hello i nterval
= 1 sec interval (Tgr) = 10| (Te) = 10 sec
sec
Stable Li nk sunmmary tineout |- ditto - Updat e ti meout
interval (T = 2 (Toy) = 5 sec

18



sec

Fault - ditto - - ditto - - ditto -

Spread factor per phase will be the inverse of the tinme that is considered above
for the protocol.

5.2. During initialization

Total traffic = Traffic due to |ink managenent protocols + traffic due to routing
protocols + traffic due to signaling protocols

Traffic going out = {M* 92} + {M* 16 * (1 + TE_ * D) + [M* TE. * 60]}
+ {48} + M* (24 + 16 * TE) + M* (24 + 20 * (TE. * 32))

= M* (92 + 16 * (61 + TEL * D+ TE)) + 48
+ M* (48 + 16 * TE, + 20 * TE * 32))

Traffic coming in = {M* 84} + {M* 32 + [M* TE_* 48]}
M(44 +4* M + M* {(32 + TE. * 20) + (28 + (TEL * 32) * M}

= M* (116 + TE_ * 48)
+ M* (104 + 4 * M+ TEL* 20 + (TE. * 32) * M

Traffic going out with the spread factor =
@Q Ty *{{M* 92}y + {M*16 * (1 + TE_L * D) + [M * TEL * 60]}}
+ (U/Toy) *{M * (48 + 16 * TE. + 20 * TE. * 32))}

Traffic comng in with the spread factor =
Q@Q T *{M* (116 + TE_ * 48)}
+ (U/Toy) *{M * (104 + 4 * M + TEL* 20 + (TE_. * 32) * M)}

5.3. During stable condition

Total traffic = Traffic due to |ink managenent protocols + traffic due to routing
protocols + traffic due to signaling protocols

Traffic goi ng out {M 20} + {16 * (1 + TEc * D¢ + [TE * 60]}

{(44 + 4> M} + {M* (28 + (Do * 32) * TEq)}

{N* C* CR* (332 + N* 4)} + {N* C* CR* (412 + N* 4)}

+ + 1

{M * 20} + {16 * (1 + TEc * D) + [TE * 601}
{44+ 4 * WD} + M * (28 + (Dc. * 32) * TEc)}
{N * C* CR * (744 + N * 8)}

+ + 1

Traffic comng in {M* 20} + {32 + [TEc * 48]}
{M* (44 + 4 * M} + {M* (24 + 20 (TE. * 32))}

{N* C* CR* 444} + {N* C* CR * 240}

+ + 1l

{M * 20} + {32 + [TE * 48]}
M* 44 +4 >} +{M=* (24 + 20 (TEL * 32))}
{N* C * CR * 844}

+ + 1

Probability of change = Pc
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Final estimate on the traffic going out =
[/ Tir) * {{M * 20} + {16 * (1 + TEc * Di¢c) + [TE * 60]1}}
+ (U/Toy) * {{(44+ 4 > M} + {M > (28 + (Dc. * 32) * TEc)}}
+ (U/Tr) * {N * C * CR * (744 + N * 8)}]

Final estimate on the traffic comng in =
[/ T * {{M * 20} + {32 + [TE * 48]}}
+ W/To) *{{M* (44 +4* W} +{M* (24 + 20 (TEL * 32))}}
+ (U/Tr) * {N * C * CR * (744 + N * 8)}]

5.4_. Due to failure conditions
5.4.1 Link failure

Total traffic = Traffic due to |ink managenent protocols + traffic due to routing
protocols + traffic due to signaling protocols

Traffic going out =
{M* 20} + {20 + (TER. * (4 + 4 * (D))}
+ {44 + 4> W} + {M* (28 + (TEL™* 32) * TER))}
+ {N*C*CR * (744 + N * 8)}

Traffic comng in = {M * 20} + 20
+{M* 44 +4*W}+{M=* 24 + 20 * (TEL * 32))}
+ {N* C * CR * 844}

Probability of link failures = P_

Final estimate on the traffic going out =
LA/ Tir) > {{M* 20} + {20 + (TE;. * (4 + 4 * (DD))}}
+ (U/Toy) * {{(44 + 4 > W} + {M > ((28 + (TEL* 32) * TEr))}}
+ (U/Tr) * {{N *C * CR * (744 + N * 8)}}]

Final estimate on the traffic comng in =
[/ To) * {{M * 20} + 20}
+ (U/T) *{{M > (44 + 4 * W} +{M™>* (24 + 20 * (TEr * 32))}}
+ (I/Trr) * {{N* C * CR * 844}}

5.4.2 Node failure

Total traffic = Traffic due to |ink managenent protocols + traffic due to routing
protocols + traffic due to signaling protocols

Traffic goi ng out {M * 20}

{44 + 4> W} + {M>*M> ((28 + (TEL™ 32) * TEr))}
{N *C *CR * (744 + N * 8)}

+ + 1

Traffic coming in {M * 20}
M>* 44 +4*W}r+{M*M=* (24 + 20 * (TEx. * 32))}

+ {N* C * CR * 844}

+ 1

Probability of link failures = Py
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Fi nal

Fi nal

estimate on the traffic going out =
[/ Tr) * {M* 20}
+ (U/Toy) * {{(44 + 4 > W} + {M > ((28 + (TEL* 32) * TEr))}}
+ (U/Tr) * {{N *C * CR * (744 + N * 8)}}]

estimate on the traffic comng in =
[/ T) * {{M * 20} + 20}
+ (MU/To) * {44 + 4> M} + {M>*M> ((28 + (TEL* 32) * TER))I}}
+ (I/Trr) * {N* C * CR * 844}]
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