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ABSTRACT

The problem of adaptively setting the timeout interval for
retransmitting a packet has been discussed. A layeced view of the
aigorithms haa been presented, [t is shown that s timeout algorithm
consigta of esmentinlly five layers or procedures which can be
indepandantly chosen and medified. A number of Limeout algorithma
proposed inn the literature have been decomposed into thess five
layers.

One of the kay !ayers not discussed in the literature is that of

detarmining the sample round trip delay for packets that have baen
rangmitted more than once. It is shown that this layer has a
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With the intention of conveying our message to network
implementors and designers, we have kept the mathematical
sophistication 10 & minimum and tried to explain our results with
illustrations.

Layered View of & Timeout Algorithm

The simplest solution to the timeout preblem ia to have o static
algorithm with a fixed timeout interval. Some of the parameters
required for determining the optimal timeout intsrval are listed in
table 1.

significant impact on the network performance. Table1; Listof network cheracteristics that impact the
Under repsated packst loss, most timeout algorithma sither timeout interval
diverge or converge ts a wrong value. A number of alternative 1.  Distribution of packet sizes.
schemes have been presented. [t is argued that divergenca is 2. Link/nodes spseds on the path.
preferabls to falss vonvergence. It is & feature that is helpful in . R : S
reducing network traffic during congeation. 4. Sarvics time distribution at nodes: source, destination,
gataways.
Overview 4. Diheractivitios at nodes.
Almost all netwarking protocols have to copa with the problem of .
dstermining when a node should retransmit a packet that has not 5. Other traffic sharing the path.
been acknowledged. The timeout algorithm plays an important rola in 6. Number of buifars at nodes.
the overall stability and performance of natworking protocols. A bad : . . .
timeout algorithm, e.g., quick timeouts, may flood s network with 7 ‘Flow control *;nd‘:iwlﬂ“:' ;.arger_wm?:w s"is.;auii
duplicate copies of packets and lead to unwanted congestion. In fact, it .or::"alq“um g delay and require longer Limeo
is during congestion that a good timeout algorithm really pays off. ntervals.

Datermining an optimal timeocut interval is important, not only
for computer networks but also for other distributed systems (12,13)
and applications, &.g., distributed databases, remote procedure calls,
process-to-process communication, (ile sarvers, print servers. In thess
cases, the problem is only alightly differeat. Here we concentrate
mainly on computar networks, bul the idsas can ba adapted easily for
these other applications. We assume that the link errors are handled
by a suitabla link lavel protoco] and timeouts are used to detect packet
loases at the end-to-end {transport) or higher layers.

Although given parameters from tabie 1, one can caleulate
optimal timeout interval [1,5,11,15,16), a problem axists in that none
of the parametzrs is gensrally known and many of thess vary
dynamicalty with time. Tha dynami¢ nature of parameters makes an
adapiive limeout slgarithm a virtusl necossity.

The key functions of an adaptive timeout atgorithm are to:
1. Estimate current round-trip delay

A number of timeout algorithms have been proposed and analyzad 3. Delect transient failures {packet loss) which can be recavered
in literature{1,4,5,11,14-17}. In this paper we present & layered view by simply retransmitting the p ket
of timeout algorithms. A number of alternative procedhires havo been . . . 4
presented for sach layer. By choosing an appropriats procedure for 3 H":e:r:““‘;'h’::':d‘“ the network if congestion (repeate
each layer, an architect can design s timeout algorithm that is pac .
suitable for u particular network. 4. Detect permanent failures (broken paths or nodes) which

One probler that has not been nddrossed in the literature is the
divergence of the timeout algorithma as a result of their recursive
nature, The measured round-trip delays usually include the timeout
intervals used for retransmissions, and the timeout intervals are
calculated based on measursd round-trip delays. Thus, larger timeout
intarvaly lead to larger round-trip delay estimates, and repeated
retracsmissions resuit in a positiva feedback system that diverges.
This may reduce the throughput Lo 3er0.

This paper discusses the problem of divergence and shows that
most timeout algorithms either diverge or converge to a wreng value,
Tha Iatter phenomenon, called fnlse convargence is dangerous becauss
it may lsad o unnecessary congestion. Wa conclude that batwaesn the
two choices, divergence is preforable in that it helps aveid congeation.
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require circuit disconnection.

An adaptive timeout ulgorithm should therefors have at leust four
distinct procedurss or P ts corresponding to the above
functions. The function of round-trip deley estimation consists of two
different functions:

Estimate round-trip delay based on packets which are
acknowledged without any rotransmission,

a.

b. Estimate round-trip delay for packets which require one of

mor# retransmissions.

Tha procedures for theae two functions may not necessarily be the
same. Thus, adaptive timeout slgorithms ist of five 4]
in all. Bach of these components acts as & layer, in the sense that,
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r layers use the services of the lowar layers, lower layers are
-u‘:je ndent of the upper layers, There wre many alternatives for each
]l: ¢r which can be independently chosen without modifying upper
11;0"- This layered view is showa in Figure 1. In this section, we
eacribe the function of each layer. [n the naxt section, we describe
several alternatives for each layer. We use the term procedures for
alarnatives for these layers. Thus, selecting ona procedure for sach of
the five componenta results in a timeout algorithm,

The five layers are as follows:
5. Disconneaction

4, Back off

3. First Timeout Computation

2. Delay Estimation with retransmission

t. Delay Estimation w/e Retranamisaion

Figur » 1: Adaptive timeout algorithma conalat of five
indep adent layers.

t. Reund Trip Delay Estlmation Without Retransmissions: A
procedurs F; is used to updata the round-trip delay satimate E based
on measured sample delay S for packets that are acknowisdged
without any retransmissions.

E —FyES)
2. Round Trip Delay Estimation with Retranamissions; If a packet is
wransmitied more than once, it may be necessary to use a different
procedure Lo update the round-irip delay estimate.

E —FyE,3)

As we will see later, this is the most interesting layer as it has a
significant impact on the itability of the network. This is because
measuring the sample delay 5 ia not straight-forward in this caze.

3. First Timeout Intervel Computation: Based on the current round-
trip delay estimate, the sender times-out the first time usually using
the lollawing formula:
to —FoE)
4. Back-ofT' [f a packet has been retranamiited once and the copy gets
lost, the second and subsequent timeout interval may be calculated
using a back-off procedure, such as the lollowing:
bRl B g by, i) =109,
Here, ¢; ia the timeout interval after i\ retransmission,

5. Disconnection: This procedure helpa decide if 2 permanent failure
has oceurred and the eircuit needs to be disconnected.

IF F5(E tg,8;,....4.i) =True THEN Disconnect

In the next five sections, we discuss altarnatives for each of thesse
five layers in more detail.

Layer 1: Round Trip Delay Estimation Without Retransmissions

A commenly used procedurs is the exponentially weighted
average:
E +«aE + {1-0)8

tere E is the current estimate, S is the sample delay messured
belween tranymission of a packet and reception of ils ack, endais a
parameter which ean be set between 0 and [. If o is set at [-2-n [or
some #, the update reduces to u simple subtract and shifl ay shown
belgw:

Ev—E +245.E)
The parameter a detérmines the weighting placed on the old

estimate. A large value for o implies that the old value will be
weighted mare heavily and the recent variations in the network delay
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will have little impact on the estimate. The estimate does not respond
very quickly to short term variations, It takes quite a fow samples in
the same dirsction (up or down) before the estimate picks that value,
Thuw, the estimate is more stable.

A very amall velus for o implisas haavier weight for the most
recent sample. The estimate reaponds quickly to changes in network
conditions. Sometimes, bowever, this response ia quicker that it sught
to be. For example, consider u lucky packet which reached the
destination very quickly. A low a will cause the estimate to come down
immediately, based on one samply. The sender uses this low sstimate
to timeout the next packet even though the packet is well on its way to
the destination.

Mills [14) proposes using two values a; and o3 depending upea
whether the sample is less oc greater than the current estimate:

IFS<E THENE —asE + (1-61)8
ELSE E « a8 + (I-a3)S

Hers, 0<az<o;<l. The affect in to make the algorithm more
responsive Lo upward trands in delay and lasa responsive to downward
trends. The suggested values of the parameters are a; =15/18, and
ay= .

Edge [4] propases an algorithm which setimates the average E ag well
a1 the variance V¥ using exponentially weighted averaging:

E «aE + {1-2)8
V BV + (18NS -ER
Herw, £ is another parnmeter between Gand t.

Layer 2: Round Trip Dalay Estimation with Reteansmisefons

If a packet is retransmitted, it is not obvious how one can
determine the axact round-trip delay for that packet. One way would
be to measure the sample delay as the interval between first
transmission of the packet and the final receipt of the ack. This
sample delay can then be used in ths same exponential weighting
average formula ay above. This leads to o diverging situation in
which the estimate keeps increasing. We will discuss thia problert in
detail latar in this paper.

Layer 3; First Timeout Intarval Calculadon

One commonly used procedure for calculating the first timeout
intarval is:

o k8

Where, £ is the current eatimats of the round-trip delay and the
parameter k iw chosan Lo gel an acceplable probability of false alarms,

A low valus of & results in low timeout inlervals which in turn
causes too many false retransmissions and duplicate packets leading
o sometimes to unnecessary congestion of the network, A very large
value of &, on the other hand, results in a long timeout interval and
hence loss of lime and throughput.

The probability of false alarma is essentially the probability of
sample round-trip delay being more than & times the estimate. Hence
the optimal velue of & is a function of variance of the delay, cost of
duplicate packets, and the cost of loat time,

It in suggested that tow values of k be used for lightly loaded
networka becnuse the cout of duplicate packets is rather low on such
aetworks. A high value for & should be used for congested networka
because in this cass tha duplicate packsts may cause more congestion
in addition the timae lost by one source can be used by other sources on
the network.

Edge's algorithm [4] uses both the estimated mean und the
variance:

tgE+AVY



Layer 4: Back-off procedurs

if a packet needs Lo be retransmitted more than once, this may
indicate savars congestion in the netwark. Increased timeout interval
in such & case may help reduce Lhe congestion. Some of the
ponsibilities for caleulating timeout interval ofter the first
retranamission sre:

1. No back-o(T: All retrangmission use the same timeout interval.
ti—ip

3. Exponential back-off: The timeout intervals are increased
sxponentially.

b —biy
The paramater & controls the rate of increase.

3. Random wxponential back-off: The tlmecut wntervals are randomly
generated with range increasing exponentiadly.

Y o= Uniformit,a, tkig)

This is similar to the binary sxponential back-off achema used in
Etharnet™ for retransmisaions after & coflision.

3. Linear back-of: The timeout interval is increased linearly,
5 =iy + Ot

Any of the above procedurss may also be used with a threshold,
ie. the timecut intagvals are vet increased beyond & certain
maximum {eay.

t; +—min { imag, Calculated Interval}

The purposs of the threshold is to prevent the timeout algerithm
from diverging into an unrealistic rangs. Howaver, our simulations
show thut tha thresholds do not help, becauw if the algorithm
diverges the situation must be really bad and retrying at threshold is
not going to make it any better.

Layer 5 Daconnection Procsdure

The purposs of this procedure lu to declare a dead or almost dead
(highly congested) mode as desd. The aim is to minimize the
probability of false discoanset and also to minimize the time to
discover s dend node. Howaever, the goals are differsnt at various
stages of connection. For axampla, ab connection set up, dectaring 2
working node aa down doss not hurt as much a it does in the middls of
o connection afer seversl thousand packets have already been
racoived. At connection ast-up, the procedure can be pessimistic, i.e.,
without too many tries, it can declare s path as down and the foss that
is due to a [alse declarstion in very amall. After some packats have
betn Lranamitied, the n procedurs should ba optimistic
and shauld not err on the sida of declaring a correctly operating link
down. 1t should try ita best to maks sure that the link is in fact broken,

even if that means many retries.

The two cases mw separately below.

1. Diseonnaction Procedure At Setup Time: As shown in Figure 2, one
Soures Destination

onnect request

Timeout
Interval

Figura 2: At connection satup time, one may quickly sead
many copies of the connsct raquest and thus minimize the
time o discover s broken path.
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possibility is to use & small timecut interval ¢p and send # copies of the
connsct request one aftar another and then wait for an
acknowledgmant to ercive for any one of them. The purposa ol
sending the r copies quickly is to minimize the time needsd to detect a
failed or congested nade. [f the ack does not arrive after a threshold
period, then the procedure should be retried. Tha threshold is set
based on human patiencs, for example, & faw seconds. Also, at this
point the user should be given wn appropriste indication, such s
*retrying ..". This will allow the user to intarrupt end cance!l or
reschedule the request if necessary.

2. Disconnection Procedure Dwring a Connection: Soma of the
possibilities at thin point are:

a_ Disconnact alter r retries. Hera r is & fixed number. Small values of
r will result in frequent disconnects, and large values will cause too

many unnscessary packsta to be injected in the network before

discovering that ths destination is not reachable. The network

performance is not very sensitive to r as long as it is not set too low

und nodes do not fail with a high frequency, A good default value is

10.

b. Disconnect after 7 retzriss, but increase r with the number of packets
that have been succesafully sent so far.

¢. Dincannect after the total sum of timeout intarvals has exceeded o
threshold gr at least r retries have been mada. This sats s Yimit on the
total time lost if & path breaks down.

d. Disconnect after the total sum of Limeout intervals has exceeded &
threshold gag at least r retries have been mads. The thrashald is set
based on the possibility that one of the nodes on the path faila and
reboots iteell, For exampla, if tha tima to reboot the node is 20 seconds,
wa may want to wait at least 20 seconds before giving up on a lost

packet.

Summary of Proposed Algorithms

A number of timeout algorithms have been proposed and analyzed in
the litaraturs. Some [1, 5, 11, 15, 16) discuss atatic timeout and
determine the optimal timeout value. Othars {4,14,17] analyze
adaptive timeout slgorithma. This latar set of algorithms have been
decomposed into layers and shown in Table 2.

Divargonce of the Timer Algorithm

As sean from Table 2, tha second laysr of measuring the delay for
packets ineurring retransmission has not bean explicitly discussed
except in the case of algorithm Al This is the algorithin currently in
use in DECnet's™ NSP as wall as ARPAnet's TCP protocols.

‘Tha peocedurs chosen for this layer hasa significant impact on the
divergonce of the algorithm. All timeout algorithma work perfectly if
the packeis ars lost only occasionally, which in usually the case.
Howaver, under sustained congestion conditions and repestad packet
losses, the algorithms may diverge, is., the timeout interval may
increass and throughput may drop to 2ero.

A diverging situation is illustrated by an example balow. Let us
consider the algorithm Al with the (ollowing paramater values:

1. Timecut multiplierk = 4.

2. Exponantial averaging weighto = 0.5

3. Actual round-trip delay is conatant at one.
4, Initial estimats of the delay Ep is also one.

We assums that the aliernate packsts are loat, and thus ench
packet needs to be transmitted twice. The svents urs axplained in
Figure 3. From it we see that the delay estimate E; aftar i updatas is

E, = {4(2.5) - 133

The exawmpls discussed above is simplified. Howaver, the
diverganca oceurs for almost ull alternatives a1 we will show later in
this paper. The maximum allowable packet loss rats depends upor
the paramatara usad. For example, Algorithm Al diverges if 1038
probability is more than /(1 +4).



Table : A Layered view of adaptive timeout algorithmy proposed in the literatursy,

Layer Al[3.6] A2[14] A3(17] Ad4{4]

1. Estimation Eeqgk +(l-a)5 IFS<E EwaFf +(1-a)§ VefiV+{I.BX5 E)s
without THEN E e +(1.a;)8 EeaFE+(I-a)8
Retrans, ELSE K e +(1-ap)§

2. Esgtimation SeTime from Lst
with Retrans. | transmisaion to 1at ack . . .

EwaE+{l-a)§

3. 1stTimeout tp+%E iy kR tg +~Maz{Tmp tgE+kVY
Comput. min{ k&, Topool)

4. Back-off None Noane None Nong

5. Diseonn, max r retriey . ’ .

* Not explicitly diseussad.

Tano-Los Anamaly

The possibility of the network throughpyt dropping dewn to zero
was (irst discovered in sn experiment conducted by N. Tasn and S. Lae
at Digital Equipment Corporation. The experiment showed that
increasing the line speeds does not necessarily increase the
performance of & network, The experiment, a contrived one, was
specially designed to study the effect of 100 few buffars in the
intermediats nodes.

Four nodes serially connected by three 19.2 Kivs lines ware unad
in the experimant, as shown in Figure 4. All the intermediate nodes
were configured with very few buffers. The time to transfer 1

particular (ile was od s five minutes. Afer the ling between
Source Destination
pkt 1 . .
t=0— t=0 Packetlistransmitted.
Current Estimate Eg = 1.
_ The alarm is set at b= 4%1,
2 The packet is lost.
pkt 1 t=4 Thealarm gocs off.
4 Packet 1 is retrangmitted.
Ack 1 Alarm lnset at t=4 + 441,
— 2
s ekt t=5 Packet!liszcknowl
Sampls Delay =5,
8 - New Eat. §;=(1 +5)/2=3.
Packet 2 I3 tranamitted.
The alarm is set at 1=15 + 4°3.
i e The packet is lost.
12T
[ o t=17 The alarm goos off,
Packet 2 is retransmitted.
64— Alarm issetatt=17+4%3,
' pkt 2
k=18 Paeket 2 is acknowledged.
18 ™ Ack 2 Sampledelay = 18-85 = 13,
NewEst. E3=(3+132=8
pht 3 Packet 3 is tranamitted,
W01 The alarm is set st t= 18+ 4°3
The packetis lost.
2+ Ej = {4(2.5)-1)/3

Figure 3 & simple example of divergence of the timeout algorithm Al.

Inthis case, o = 0.5, and k = 4. It is assumed that alternate packets
are loat, the round-trip delay is 1, and the initisl estimate Egis 1.
Notice that estimate E; in an sxponentially increasing function,
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Flgure & Whea the 19.2 Kb line from the source was replaced
by & 1Mb line, the time to transfar s file increased from five
minutas to seven hours due ts packet loss at the first
intermediate node.

thae first two nodes was reptaced by a fast 1 Mbva line, the transfer time
incressed to seven hours!

A close sxamination showed that the CPU utilization wes very
low, because the sourca spent most of ths time waiting for timeout to
oceur. Ia the first configuration, the lines coming in and going out of
the first intermediate node wers at the same spead. Theralors, by the
time & packet arrived, the previous one had left, 2nd the intermediate
node never dropped any packet for lack of buffers. In the second
configuration, the incoming tine Lo the first intermodiate node was 5o
fast that the packets sould not be transmitted an quickly as they
arvived. Thus the intermediate node scon startad dropping packsts
dus to unavailability of bulfers, The packet loss caused Lhe source's
round-trip dalay estimate to increase wubstantially. This in turn
increased the timeout interval, and the source spant most of the time
simply waiting for the timeout alarm to go ori;

Alternatives for Delay Estimation During Sustained Logs

In the previous section, we illustrated that the timaout algerithm
Al diverges if the packets are logt repcatedly. One could argue that
one way to fix the problem would be to change the round-trip delay
estimation algorithm. We tried several algorithms and came to the
conciusion that esch of these variations had unique problems. Tn this
section, we describe the eltarnatives that were considered.

The basic problem is that information available at the source is
incomplets. Suppose a source receives sn acknowledgment for o
packet altar n transmissions (ses Figure 51, If we know that ith eopy is

being mkmw!odgud. then the correct sample delay is the intsrval
batween sending ths it copy and receiving the acknowledgment.

valus foe i. In the algorithm s describad above, we assumed i=] le,
the sample dslay is always messured from the first attompt. This
gimminﬂ-t.duﬁmhofﬂumund-u-ipdchyln&ludnb
divergence. Therw is positive feedback such that an incressed delay
estimeta incresses the timeout interval, which in turn inersases the
dcl:: eatimate, and tha cycls continues. The solutions that come to
ml e



Source Destination

’\c‘opy 1
\:‘:)py 2

copy 3

Figure 5: A returning acknawledgment does not tel) which
copy of the packet is being acknowledged. Using incorrect
sample delay can lead either to divergence or to Talse
convergenca.

L. i=n, Messurs sample delay from the tast attevapk This removes
the positive fecdback in the simpla timeout algorithm described
above, i.e., the mensured samples delay does not include the timeout
interval. This algorithm converges to wrong values, sometimes
causing false alarms. One such example is shown in Figure 8. The
actual delay is 15 but somehow the sstimate becomes 5. I k=2, the
timeout cceurs at fp = 0, and the packet ia reteansmitted. The delay
from the last retransmission. to the acknewledgment is 5, so the
satimate does not change and again the cycle continues.

Source Destination

v=0 pkt I

$

10
Ack
15

Figure & A countersxample showlng that measuring round
trip delay from the last retransmission may lead to & false
convergence. This counterexample also applies if the sample
delay is ignored on retransmissions. In both cases, avery
packat will be retranamitted.

2. i=32, 3, .., Measure sample delay from the secoad, third, .-
sitempts: In general, il the acknowledgrent is for the ith attempt,
messuring it from j¢t attempt will either lead to divergence {ifi=for
falsa convergence (if i <j). The only case for which the procedurs
converges is if i =j. Lmplementing this solution is rether complex. it
would appear on the surface that probably all we need to do is include
a copy number in the packet, return it in the acknowledgment, and
remember the sending time for sach copy. However, sven that does not
work out. For example, consider & connection with window size of
two. The source sends packets I and 2 and remembers the time for
sending packot 1| (most networks keep only one timer for @
connection). After & while, the sender discovers that packet 1 has
timed out. The source resands pacitel 1 and gats an acknowledgment
for the first copy of the packet 2 which alse acknowledges receipts of
)l precsding puckets. At this point, it is not pousible to say which copy
of tha lirst packet is being acknowledged.

Averaging the delay from the first attempt and the delay (rom the
last attampt &30 leads to similar false convergences or divergences.

At this point, we are tampted to oot measure the sample delay for
packets with multiple retransmissions. This brings us to our next
possibility.
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A, [gnors and take no action: Update the delay estimats only if
thers ace retransmissions. This procedure does not have potitive
faedback. Howaver, like the provious schemes, thin pne 8130 converges
ta wrong values sometimes. In fact, the same example as shown in
Figure & applies. If the delay estimate is 5, when the actual delay is
15, every subsequent packet is retransmitied. The estimata is never
updated and remuins at 5.

One way to avoid the estimats getting stuck &t a low value is to
modify this procedure so that the estimate is increased arbitrarily
alter each case of multipls retransmissions.

4. Ignore the measurement but lncrease tho estimate: There are
many ways Lo increasa the estimate. Some of the alternatives that we
looked at are:

4. Linear increnss:
B, =E,; + AE

where AE is & fixed valus, for exampls, Z seconds.

b. Parabolic inerease: The increment is also increased.
K;+E;; + 4AE;

ﬁx‘ AR + AE
Hare, A2K is & fixad second ordar inereass.
¢. Exponential increase:
EyecByy
Haere, ¢ is & dimensioniess paramastar. It should be greater than cne.
d. Exponential incroase of the second order:

E) ecifi
¢j e=cj + &¢

Haers, B¢ is & fixed socond order incresse in the multiplier.

Of the four altarnatives describad above, we prefer the third or
fourth. The other two use paramaters such as AE, A2E which have
dimensions; that is, they are expeessed in unita of time. A
dimensionless paramater is prefarable to a dimensional parameler
because its range of possible values is much more limited. For
exampls, multiplier ¢ could ba set to 2 for the possible range of ail
delay values. On the other hand, the increment AE in seconds would
be inappropriats if the dalay itself were in millisecond range.
Similarly, AE in millissconds would be inappropriate if the delay £
were in sacoruls.

All these altarnatives also diverge, the maximum allowable loss
rats depands on the perameter values.

Slaulstion Results

[n order to find a suitable sclution for the divergencs problem, we
used a simulation modsl (9] and comparsd various alternatives
described above, Ths simulstion model allowsd us to vary the
pacatnetars and traffic conditions. The lessons learned fram the
simulation are as follows:

1. Lot Epoface 478 Eppar be the gxpecied values of the round-trip delay
estirate bafore and aftar a packet has been retransmitted one or more
times. There are thees classes of timeout algerithms:

Clans |; Eqpar > Epatore
Clazs [1: Eoner =Ebetors
Class {11: Egpyr < Ensfors

Undar sustained loss condition, all class 1 algorithms diverge
becauss the timecut intarvel continues to incresse. All class [I
algorithms converge such that the limeoul interval reduces
progressivaly towards smuller vatuss and the network gets congested
with many duplicats copies of packets. This instability problem due tv
lowsy estimale has also besn pointad out by Butlo, t al (1,2}, With
class 11 algorithms, whensver the estimate becomes sufficiently low it
may either convarge to 1ero or oscillate around a low value. In both
cases, it results in unnecessary duplicates.



g Al parametars to change thes timeout, i.e., the first timeout
multiplier &, back-off multiplier &, snd retransmission multiplier c,
have the same effect, namely incressing them increases the timeout
interval. The impact of reducing one can be traded off by increasing
another. Back-offs are not necessary, the same effect can be obtained
by increasing the timeout multiplier 4. In fact, one should use k large
enpugh 5o that second and subsequent retransmissions are rare and
pack-ofl parameter in used rurely, if ot ail.

3. Generally when degigning a timeout algorithm or other netwerking
pmwcols. ane should avoid parameters thet heve dimensions.
Parameters without dimension are generally applicable over a wider
range of network configurations.

4 The timeout algorithm, the caching ulgorithm, and window
adjustment algorithms used in & network are closely related. A bad
timeout elgorithm, or a bad caching algorithm may lead to congestion.
A tmeoul id also m indicator of congestion in the network and
herefare on & limeout, not only the source should retransmit the
packet, but alsa take action to reduce future input into the network,
This leads 1o a ti t based gestion control policy described in
f71.

5. On a timeout, one han a choice of either retransmitting only the
packat that timed-out or retranamitiing all unacknowledged packets.
The latter choice is not & good ides even if the destination is not
caching out-of-order packets, This is because tiroeouts occur when the

network is congested and retrunsmitting too many packets worsens
the situation [B].

Concluslon

The three key ideas presented in this paper are: o layered view of
timegut aigorithms, the importance of round-trip estimation under
sustained loss, and relationship betwsen timecut and congestion
control.

Timeout a'gorithms consists of five procedures which, like layers of &
protocol, can be independently chosen and modified. A number of
slternatives were presantad for sach layer,

Of the five layers, the second (estimation under loss) and the
fourth (buck-off) have not besn discussed in litarature. We
emphasized the importance of the second layer and argued that the
fourth layer doss not have s significant impact.

The timeouts occur most frequontly whan the network is
congestsd. Therefors, a good timeout algorithm should perform
satisfactorily under congeation and sustained loss. Undec low loss
conditions, muost timeout algorithms perform satisfactorily.

Under sustained loss, all adaptiva timeout algorithma discussed lo
this paper were found to sither diverge or converge to values lower
then the sctual round-trip delay. (f an algorithm converges to n low
value, it may result in frequant unnecessary retransmissions
sometimes leading to network congestion. Divergence is, therefors,
preferabls in the sense that the retransmissions are delayed.

Timeouts indicate congestion. The input rate to the network
should therefore be reduced on & timeout This lesds 1o a timeout
based congestion control scheme, which if used makes backoffs and
hence the fourth layer of limsout algorithms unnaceasary.
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