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ABR Flow Control for Multipoint Connections

Sonia Fahmy and Raj Jain

Multipoint capabilities are essential
for ATM networks to efficiently support
many applications, including IP multi-
casting and overlay applications. The
current signaling and routing specifica-
tions for ATM define point-to-multi-

point capabilities. Multipoint-to-point

connection support is also being dis-
cussed by the signaling and private net-

work-network interface (PNNI) groups,

and will be defined in the near future
for the unspecified bit rate (UBR) ser-

vice. Below we examine point-to-multi-
point and multipoint-to-point flow

control for the available bit rate (ABR)
service, as discussed in the traffic man-
agement working group.

The ABR service attempts to provide

possibly nonzero minimum rate guaran-

tees, achieve fairness, and minimize cell
loss for data (non-real-time) traffic, by
periodically indicating to ABR sources
the rates at which they should be trans-
mitting. The service uses closed-loop
end-to-end feedback control. The feed-
back from the switches to the sources is
indicated in resource management
(RM) cells generated by the sources
and turned around by the destinations.
The RM cells flowing from the source
to the destination are called forward
RM cells (FRMs); those returning from
the destination to the source, backward
RM cells (BRMs). The RM cells con-
tain the source current cell rate (CCR),
in addition to several fields that can be
used by the switches to provide feed-
back to the sources. Feedback can be

just one or two bits to indicate conges-

tion, and/or the exact rate at which the
source should transmit, called the
explicit rate (ER). When a source
receives a BRM cell, it computes its
allowed cell rate (ACR) using its cur-
rent ACR value, the congestion indica-

M Figure 1. Point-to-multipoint connections.

tion bits, and the ER field of the RM
cell [1]. ' :

For ABR point-to-multipoint connec-
tions, branch points replicate data and
FRM cells, and consolidate feedback
information from the different branch-
es. Feedback consolidation can be

. explained with the aid of Fig. 1. The

consolidation operation is required to
avoid the feedback implosion problem,
where the number o0f BRM cells
received by the source is proportional to
the number of leaves in the multicast
tree. In addition, the source ACR
should not keep fluctuating due to the
varying feedback received from differ-
ent leaves. Consolidation noise can
occur when feedback from some
branches is not always received at the
time when the RM cells need to be
returned by the branch point.

In point-to-point ABR flow control,
the source is controlled to the minimum
rate that can be supported by all the
switthes on the path from the source to
the destination [1]. This strategy can be
extended to point-to-multipoint connec-
tions by controlling the source to the
minimum rate that can be supported by
the switches on the paths from the
source to all of the leaves in the multi-
cast tree. This is because the minimum
rate is the technique most compatible
with the typical data requirements: no
data should be lost, and the network
can take whatever time it requires to
deliver the data intact [2].

The BRM consolidation method at
the branch points should:

* Preserve the efficiency and fairness prop-
erties of the rate allocation schemes
employed in the network switches

¢ Scale well with the number of levels
and with the number of branches in
the multicast tree

* Maintaintheratioof BRM cellsto FRM
cells in the network and at the root
close to one during normal operation

+ Exhibitareasonable transient response,
and handle nonresponsive branchessuch
that they do not halt the consolidation
operation nor cause overload or under-
load

. » Exhibit little consolidation noise and

few consolidation delays
There are several ways to implement

the consolidation algorithm at branch

points {2-6]. Each method offers a
trade-off in complexity, scalability, over-
head, transient response, and consolida-
tion noise. These trade-offs can be
summarized as follows [3]:

* Which component generates the BRM
cells (i.e., turns around the FRM cells)?
Should the branch point or the desti-
nations (leaves) performthis operation?
Should the branch point wait for feed-
back from all the branches before
passing the BRM cell upstream?
Although this alleviates the consolida-
tion noise, it may incur additional
complexity or increase the transient
response of the scheme, especially
after idle or low-rate periods. (The
slow transient response, however, can
be mitigated in cases of severe over-
load where the algorithm can immedi-
ately indicate the overload information
to the source [3].)

How can the ratio of FRM cells gen-
erated by the source to BRM cells
returned to the source be controlled?
How can the ratio of BRM cells in the
network to the source-generated FRM
cells be controlled?

How does the branch point operate
when it is also a switch (i.e.; a queuing
point)? The coupling of the rate allo-
cation and branch point functions
must be considered. When should the
actual rate computation algorithm be
invoked?

How can the scheme scale well to large
multicast trees? Will the feedback
delay grow with the number of levels
of the tree?

How is accounting performed at the
branch point? Consolidation algo-
rithms use registers to store values
such as the minimum rate given by
branches in the current iteration, and
flags to indicate whether an RM cell
has been received since the last one
was sent. Some values should be stored
perbranch, while others should be main-
tained per connection, regardless of
the number of branches.

How are nonresponsive branches han-
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B Figure 2. Multipoint-to-point connections.

dled? If the consolidation scheme
waits for feedback from all the branch-
es before sending a BRM to the source,
an algorithm must be developed to deter-
mine when a branch becomes nonre-
sponsive.

So far, we have discussed the issues
with point-to-multipoint ABR connec-
tions. Although multipoint-to-point
ABR connections are not being dis-
cussed at the control signaling and
PNNI working groups yet [7], some pre-
liminary work has been done on the
merge point operation [8-11]. Merge
points must ensure that BRM cells are
sent to the appropriate sources at the
appropriate times (Fig. 2). The feed-
back regulation algorithm should be
simple, scalable, and minimize noise
and delays. It should also maintain the
BRM-to-FRM ratio at the sender and
inside the network close to one during
normal operation.

For multipoint-to-point connections,
the assumption implicit in some ABR
rate allocation mechanisms, that each
connection has only one source, is no
longer valid. Suppose we consider the
traffic of every virtual connection (VC)
coming on an input link to a merge
point as constituting a separate flow.
Then multiple flows can be merged
into one flow if they originate from
sources coming from different input
links, but belonging to the same VC.
Thus, four different types of fairness
can be defined for multipoint-to-point
VCs [8]:
¢ Source-based fairness, which divides

bandwidth fairly among active sources

as if they were sources in point-to-

point connections, ignoring group mem-

berships
* VC/source-based fairness, which first
gives fair bandwidth allocations at the
VClevel, and then fairly allocates the
bandwidth of each VC among the
active sources in this VC
Flow-based fairness, which gives fair allo-
cations for each active flow
VC/flow-based fairness, which first
divides the available bandwidth fairly
among the active VCs, and then divides
the VC bandwidth fairly among the
active flows in the VC
Rate allocation algorithms for mul-
tiple sender connections must avoid
performing source-level accounting.
For example, measuring the rates or
activity for each source, or distin-
guishing overloading and underload-
ing sources cannot be performed.
This is because cells from different
sources in the same VC may be indis-
tinguishable after merging in some
switches. If accounting is performed
at the VC or flow level, an additional
mechanism to divide VC or flow
bandwidth among sources is neces-
sary. In addition, CCR values from
BRM cells should not be used in com-
puting rate allocations for sources in
multipoint-to-point connections, since
the CCR value in the BRM can be
that of a source whose traffic does not
go through the merge point.

Example branch point algorithms are

given in the current baseline text [12],
while example merge point algorithms

- are given in the living list of the traffic

management working group [13]. Multi-
point-to-multipoint connections can be

handled by combining a point-to-multi-
point (branch point) algorithm with a
multipoint-to-point (merge point) algo-
rithm [10]. This will be the subject of
future studies.
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