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Abstract

TCP is known to have poor performance over unreliable
wireless links where packet losses due to transmission er-
rors are misinterpreted as indications of network conges-
tion. TCP enhancements proposed in the literature differ
in their signaling and data recovery mechanisms, applica-
ble network configurations, traffic scenarios and locations
where required changes are made. In this paper we catego-
rize existing enhancements into several approaches. Moti-
vated by these criteria, we propose a new enhancement that
requires only local changes, but applies to a broad range of
network and traffic configurations. Comparison with exist-
ing algorithms show this new enhancement achieves excel-
lent performance.

1 Introduction

Transmission Control Protocol (TCP), the most widely
used reliable transport protocol, was designed mainly for
wired networks where transmission errors are rare and the
majority of packet losses are caused by congestion. An im-
portant assumption of TCP algorithm is that packet losses
and the resulting timeout at the source are indications of
congestion and the source should reduce its traffic rate on
timeout [1].

When applied to wireless networks where transmission
errors are frequent, TCP is found to have poor performance
if proper enhancement is not used. This is because the as-
sumption behind TCP congestion control algorithm that the
majority of packet losses are caused by congestion is no
longer true. When a wireless loss! is treated as a conges-
tion loss, the effective TCP transmission rate drops to half.
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If transmission errors happen frequently, the effective trans-
mission rate of the wireless link becomes almost zero even
though the network is not congested.

The rapid development of mobile and wireless networks
is a driving force for wireless TCP enhancements. In the
past few years, numerous enhancements have been pro-
posed. Theses enhancements differ in their signaling and
data recovery mechanisms, the applicable network and traf-
fic configurations, and locations where needed changes are
made. These approaches have big impacts on the feasibil-
ity, generality, effort and performance of the enhancements.
In this paper we summarize the approaches used by major
enhancement proposals in the literature, and use them as a
set of criteria to evaluate different enhancements. Motivated
by the set of criteria, a new enhancement is proposed and its
performance is compared with existing methods.

2 Approaches of Wireless TCP Enhancement

Enhancement proposals in the literature differ widely in
their mechanism and algorithm. This section is an attempt
to categorize them into several approaches.

2.1 End-to-end v.s. Split

TCP is an end-to-end protocol — a packet is acknowl-
edged only after it is received by its final destination. En-
hancements that preserved this semantic are called end-to-
end. Some enhancements split the entire path into a wired
connection and a wireless connection and run TCP inde-
pendently on both connections. When the transmission of
a packet is complete in one connection, it is acknowledged
to the source and relayed to the next connection. Such en-
hancements do not preserve TCP’s end-to-end semantic and
are called split enhancements.

I-TCP [2] is an early protocol of split enhancements.
Its major drawback is that acknowledgments received by
the sender do not mean that the packets have been received
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by the intended destination. When the mobile host moves
to another cell or when the base station crashes, some ac-
knowledged packets may never be received. Since the end-
to-end semantic is violated, the transmission of data is not
reliable. The second drawback of split enhancements is
buffering at the base station. If the two connections run
TCP at different paces, a large number of packets may pile
up at the base station and cause overflow.

2.2 Local v.s. Global

Another important criterion to evaluate enhancements is
where the required changes are made. An enhancement
is considered local if it requires changes only in network
components that are under the control of a wireless ser-
vice provider, such as base stations and mobile hosts. If
an enhancement requires changes outside the control of a
wireless service provider, it is regarded as global. When a
wireless service provider offers an Internet service, he can
modify the code in base stations and mobile hosts to im-
prove TCP performance, but requiring changes in all web
sites that his subscribers visit is virtually impossible.

Examples of global enhancements are Partial Acknowl-
edgment [3] and Control Connection [4]. The first algo-
rithm uses two types of acknowledgements to distinguish
losses in the wired network and losses on the wireless link.
The fixed sender needs to handle the two types of acknowl-
edgements differently. The second algorithm creates a con-
trol connection that has the same path but terminates at the
base station. Packets are sent periodically on the control
connection to measure the congestion status of the wired
network, which is then used to determine the cause of
packet losses on the real connection. Both algorithms re-
quired changes in the wired networks.

Theoretically, global enhancements can be deployed in-
crementally — individual fixed hosts sites can update their
software independently to improve the performance for
wireless connections. However, in reality fixed hosts that
mainly serve wired connections are less likely to take the
overhead of wireless enhancement on all connections just
for the benefit of a few wireless connections. We believe
that mobile hosts or base stations are the right place for the
enhancement, and the enhanced protocol shall be able to
talk with existing TCP versions in the wired network.

2.3 Transparent v.s. Snooping

The Snoop protocol [5] is the most well-known en-
hancement. It introduces a snooping agent at the base sta-
tion to observe and cache TCP packets going out to the mo-
bile host as well as acknowledgments coming back. By
comparing the cached packets and acknowledgments, the
agent is able to determine what packets are lost on the wire-

less link and schedule a local link layer retransmission. On
the same time, duplicate acknowledgments corresponding
to wireless losses are suppressed to avoid triggering an end-
to-end retransmission at the source. Unlike the other pro-
posals, the Snoop protocol can exactly find out the cause
of packet losses and take actions to prevent the TCP sender
from making unnecessary window reductions.

Explicit Loss Notification (ELN) [6] is a similar proto-
col for mobile senders. It uses a bit in the TCP header to
communicate the cause of packet losses to the TCP sender,
but no packets are cached.

Both Snoop and ELN can detect the exact cause of
packet loss and prevent unnecessary congestion control ac-
tions, but the problem is that they need to read TCP header
of the packets at the base station so they cannot be applied
to encrypted traffic that is readable only at the final destina-
tion, such as IPSEC traffic.

If an enhancement needs to read header information in
the IP payload at an intermediate node, we call it a snoop-
ing enhancement. Otherwise, we call it a transparent en-
hancement. Generally, snooping enhancements cannot be
applied to encrypted traffic.

2.4 Two-Way v.s. One-Way

An enhancement can be one-way or two-way, depend-
ing on whether the enhancement can be applied to one-way
or two-way traffic. Many enhancements were designed for
traffic from the wired network to the mobile host under the
assumption that downward traffic from the wired network is
the major traffic activity. The Partial Acknowledgment and
Control Connection protocols are both one-ways enhance-
ments.

In reality, traffic in both directions is subject to transmis-
sion errors. In order to fully mitigate the impact of trans-
mission errors, the enhancement should deal with traffic on
both directions.

2.5 Intermediate-Link v.s. Last-Hop

Enhancements that work only for wireless links as the
last hop of TCP connections are called last-hop enhance-
ments. On the other hand, enhancements that work for in-
termediate wireless links, such as satellite links and those in
the ad-hoc networks are called intermediate-link enhance-
ments. Here, intermediate links include last-hop wireless
links. Since intermediate wireless links also have the per-
formance degradation problem, intermediate-link enhance-
ments are preferred.

Partial Acknowledgment, Control Connection, Snoop
and ELN protocols are all last-hop enhancements. Pure link
layer protocols based the retransmission of failed packets on
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wireless links are intermediate-links enhancements. They
can be used regardless of the location of the wireless link.

Another intermediate-link enhancement is the Delayed
Duplicate Acknowledgments (DDA) [13] algorithm. With
the retransmissions in mind, DDA delays the third duplicate
ACK, assuming that the missing packet is a wireless loss
and is being retransmitted. In case that the missing packet
does not arrive after a period, the receiver releases the de-
ferred duplicate ACKs to trigger an end-to-end retransmis-
sion. This algorithm does not assume the location of the
wireless link, so it is an intermediate-link enhancement.

2.6 Signaling v.s. Hiding

An enhancement is called hiding if it attempts to hide
wireless losses from upper layers so that TCP code needs no
changes. The opposite approach is called signaling, which
detects and reports the cause of packet losses to TCP layer
so that proper recovery actions can be taken.

Hiding is the philosophy of most pure local link layer
retransmission enhancements. They assume that Forward
Error Correction (FEC) and Automatic Retransmission Re-
quest (ARQ) can build a reliable link layer so that upper
layers will not know the lossy characteristic of the wireless
link. In reality, link layer retransmissions alter the char-
acteristics of the network and may confuse the TCP layer.
The retransmission mechanisms in the two layers may re-
sponse to the same loss events and cause undesirable in-
teraction. Although some studies show that reliable link
layer through retransmissions can achieve good TCP per-
formance [7, 8, 9, 10, 11, 12], they also point out that the re-
transmission schemes were designed for the characteristics
of specific TCP connections and transmission error condi-
tions. When the error condition changes or when applied to
TCP connections of different characteristics, an undesirable
interaction and performance degradation may happen.

Signaling enhancements, on the other hand, report the
cause of packet losses to TCP layer so that proper actions
can be taken to avoid the undesirable interaction. In this
way, signaling enhancements can be applied to different
connections and transmission error conditions. Their dis-
advantage is the need to change the existing TCP code.

2.7 Summary

As analyzed above, end-to-end, local, two-way,
intermediate-link, transparent and signaling are desirable
characteristics of wireless TCP enhancements. Table 1 is
a summary of the major enhancement proposals in the liter-
ature. It is found that none of the major enhancements has
all the desired characteristics.

3 Congestion Coherence: A New Proposal

Our proposal is to implement local retransmissions on
the wireless link and use a scheme based on the coherence
of congestion marking to detect the cause of packet losses.
The details are described below.

3.1 Assumptions

An important assumption of our proposal is that Explicit
Congestion Notification (ECN) is implemented in the wired
network. ECN was developed from the binary congestion
feedback scheme used in [14] and introduced into IETF by
Floyd and Ramakrishnan [15]. It uses two bits in the IP
header and two bits in the TCP header for ECN capability
negotiation and feedback delivery. When its queue length
exceeds a threshold, a router marks the packet as conges-
tion experienced. At the destination, the Congestion Expe-
rience bit is copied to the ECN-echo bit in the TCP acknowl-
edgment and sent back to the sender with the ACK. Upon
receiving the ECN-echo, the sender reduces its congestion
window to alleviate the congestion.

As a congestion control mechanism, ECN has proved to
be more effective than using packet losses to signal the con-
gestion status of the network. It avoids unnecessary packet
drops and retransmissions. In RFC 2309 [16], it was recom-
mended to be widely deployed as a router mechanism on the
Internet, and was specified in RFC 2481 [17] in 1999. We
expect it will be widely supported soon.

3.2 Local Link Layer Retransmission

In our proposed enhancement, local retransmissions are
performed in the link layer. All packets transmitted on the
wireless link are locally acknowledged before being deleted
from the sender’s buffer. Packets negatively acknowledged
or not acknowledged after a short timer times out will be
retransmitted.

Retransmissions of failed packets have higher priority
than new packets. This is important to reduce the delay
of the retransmitted packets, and minimize the chance of
triggering end-to-end retransmissions from the source. One
way of implementing the higher priority is to use the “in-
sert from front” strategy. When a packet is detected to be
lost, the link layer inserts the failed packet into the front of
the transmission queue and transmits it when the medium is
available.

The maximum number of retransmissions for a failed
packet is configurable. The link layer can either retransmit
persistently or stops after the maximum number of retrans-
missions is reached.

Because of the possibility of successive failures, link
layer in-sequence delivery is not supported. Therefore, out-
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Table 1. Approaches of existing enhancements

End-to-end | Local | Two-way | Int.-link | Transparent | Signaling

Retransmission Protocols vV 4 Vv V4 Vv

L-TCP v |V v v
Partial Ack v Vv
Control Connection v 4 Vv
Snoop i v v v
ELN V J V V
Delayed Dupacks v V4 Vv N4 v

Note: Snooping and ELN were first proposed as one-way solutions, but they can be com-

bined to provide a two-way solution.

of-order packets at the destination can imply a congestion
loss or a wireless loss.

3.3 Detecting Cause of Packet Losses

In order to distinguish between congestion and transmis-
sion errors, the wireless end needs a mechanism to detect
the cause of packet losses. For the introduction of the idea,
we now assume the mobile host is a TCP receiver.

Out-of-order packets are the indications of packet losses.
Both congestion losses and wireless losses cause out-of-
order packets and create a holes in the packet sequence
number space, but their consequences are different. A hole
caused by a wireless loss will be filled when its retrans-
mission arrives, but a hole caused by a congestion loss will
not be filled without an end-to-end retransmission from the
source. If the receiver knows the hole is a wireless loss, it
should wait for the retransmission. Timeout at the source
is a way to trigger the end-to-end retransmission, but time-
out is usually associated with a prolonged period of idling.
A better way to trigger the end-to-end retransmission is
through the fast-retransmit. If the receiver knows the hole
is a congestion loss, it should send the duplicate acknowl-
edgments right away to trigger the fast retransmit.

glen

dropping

marking

time

Figure 1. Smooth queue length change

The scheme to determine the cause of packet losses is
based on the observation that congestion neither happens

glen

dropping

marking

Figure 2. Abrupt queue length change

nor disappears suddenly. Before congestion becomes so se-
vere that a packet has to be dropped, some packets must be
marked as “Congestion Experienced” by ECN. Similarly,
after a packet is dropped, congestion does not disappear im-
mediately. The queue size falls gradually and some packets
are marked. Figure 1 depicts a likely queue length change
scenario at the congested router. Between the time that no
packet is marked and the time that a packet is dropped, some
packets must be marked. An abrupt change depicted in Fig-
ure 2 is very unlikely.

As aresult, congestion losses are normally preceded and
followed by marked packets, see Figure 3. We call this phe-
nomenon congestion coherence of ECN marking.

dropped due to congestion

R
@ 0

marked

Figure 3. Congestion coherence

The neighborhood of a lost packet is defined by the co-
herence context. There are different ways to define the co-
herence context, but we find that defining the coherence
context of packet n as packets {n — 1,n + 1,n + 2} yields
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effective results. A packet loss will be considered as a con-
gestion loss if any packet in its coherence context is marked
by ECN. In this case, the mobile host responds with dupli-
cate acknowledgments to trigger an end-to-end retransmis-
sion and window reduction at the source as specified in RFC
2481 [17].

In contrast to the congestion loss situation, occurrence of
transmission errors is normally independent of congestion.
If any packet in the coherence context is marked by ECN,
congestion control actions are needed to reduce the TCP
transmission rate. The chance of having a congestion loss
without a marked packet in the coherence context is very
small. So when the coherence context contains no marked
packet, the mobile host holds the duplicate acknowledg-
ments until the retransmitted packet is received.

The same idea can be applied to the wireless sender case.
When the wireless sender receives duplicate acknowledg-
ments, it checks whether the coherence context contains an
ECN-Echo. If yes, then the duplicate acknowledgments are
most likely caused by a congestion loss, so the sender in-
vokes the congestion control. Otherwise, the duplicate ac-
knowledgments are most likely caused by a wireless loss.
The sender ignores duplicate acknowledgments until the lo-
cal retransmission succeeds.

3.4 Algorithm

In our proposed approach, the modifications to the exist-
ing TCP algorithm are made in the wireless end. Based on
the technique discussed above, this approach is named Con-
gestion Coherence (CC). Figures 4 and 5 show the modified
receiving and sending algorithms.

e The TCP sink follows existing algorithm for
sending new acknowledgments, first and second
duplicate acknowledgments.

e When the third duplicate acknowledgment is to
be sent, TCP sink checks whether the coherence
context is marked. If yes, the acknowledgment is
sent right away. Otherwise, it is deferred for w
ms, and a timer is started.

o If the expected packet arrives during the w ms, a
new acknowledgment is generated and the timer
is cleared.

e If the timer expires, all deferred duplicate ac-
knowledgments are released.

Figure 4. CC receiving algorithm

e The TCP sender follows existing algorithm for
sending packets and updating the congestion win-
dow upon receiving new acknowledgments, and
first and second duplicate acknowledgments.

e When the third duplicate acknowledgment ar-
rives, the sender checks whether any acknowledg-
ment in the coherence context is an ECN-Echo.
If yes, the packet corresponding to the duplicate
acknowledgments is sent right away and the con-
gestion window is reduced to half if a reduction
has not been done in the previous RTT. Other-
wise, the sender ignores the duplicate acknowl-
edgement and a timer of w ms is started.

e If a new acknowledgment arrives during the w
ms, the timer is cleared and new packets are sent
as if the duplicate acknowledgments did not hap-
pen.

e If the timer expires, the packet corresponding to
the duplicate acknowledgments is sent and the
congestion window is reduced to half if a reduc-
tion has not been done in the previous RTT.

Figure 5. CC sending algorithm

It should be noticed that the modifications to the receiv-
ing and sending algorithms are made on the same end. The
Congestion Coherence algorithm at the wireless end hides
the lossy characteristic from the other end so no change is
needed in the fixed end, intermediate routers and the base
station. If the wireless link is in the middle, such as a satel-
lite link or in an ad-hoc wireless network, the modifications
can be made on either end.

3.5 Proposal Summary

The proposed enhancement is a transport layer signalling
enhancement with link layer retransmissions. By utilizing
the congestion coherence of ECN marking, it provides a
light-weight TCP enhancement on wireless links. It has all
the desirable characteristics discussed in Section 2.

Even though this enhancement needs ECN support in all
routers in the wired network, we still consider it as a local
enhancement. This is because ECN is a protocol to improve
wired networks even though no enhancement for wireless
links is needed.

The proposed enhancement also applies to two-way traf-
fic, intermediate wireless links and encrypted traffic.
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4 Performance Comparison

In order to evaluate the performance of the proposed
Congestion Coherence enhancement, we performed a set of
simulations with the ns simulator [18], and the results are
compared with several known enhancements.

4.1 Simulation Model

The simulations are performed on the simplified network
model shown in Figure 6, where s, s are the sources and
di,ds are the destinations. The link between intermediate
routers 1 and 7o is the bottleneck link. The link between
r9 and d; is a wireless link. The numbers beside each link
represent its rate and delay.

{a]

10Mb, 1ms 1.5Mb, 1ms .-~
1.5Mb, 20ms
rl @

10Mb, 1ms
10Mb, 1ms

Figure 6. Simulation model

The experiment traffic is an FTP session from s; to d;
using TCP Reno as the transport protocol. A UDP flow
from ss to dy generated by an exponential on-off model is
used as the background traffic. The mean burst period and
the mean silence period are 100 ms, and the burst data rate is
500 kbps. Both TCP and UDP packet sizes are 1000 bytes,
and TCP acknowledgments are 40 bytes long.

Packets transmitted on the wireless link are subject to
random transmission errors. The raw packet error rate
varies from 0.001 to 0.1. Considering the packet size of
1000 bytes, the bit error rate is roughly 10~7 to 10~°. For
transmission systems that use FEC, this bit error rate should
be the residual error rate of FEC.

Link layer retransmissions are implemented on the wire-
less link. Packets sent but not acknowledged at the link
layer in 40 ms are resent. Retransmitted packets have high
priority than new packets, but they are also subject to trans-
mission errors at the same rate. The waiting time w at the
receiver is set at 81 ms so that packets delivered within two
retransmissions are accepted.

The marking policy of the Random Early Detection
(RED) algorithm [19] has a big impact on the congestion
coherence. We found that actual queue length and a deter-
ministic marking region provide better coherence than av-
erage queue length and random marking. This can be done
by configuring the queue weight as 1 and choosing a th,q.
smaller than the buffer size.

To reflect the steady state measurement, the simulation
time should be long enough to minimize the effect of the
initial transient state. In our experiment, we tried various
simulation time and found the results of 500 seconds show
the essential features without noticeable differences from
longer simulations, so all aggregate measurements are col-
lected from 500-second simulations.

Our proposal is compared with base TCP with retrans-
missions, DDA, Snoop and Congestion Coherence. When
the mobile host is a sender, Snoop is replaced by ELN.
To show that ECN without congestion coherence does not
work, we also compared plain ECN. We did not compare
with I-TCP, Partial Acknowledgment and Control Connec-
tion because they are not end-to-end or not local.

We experimented with various network configurations,
including wireless link as the last hop (mobile receiver), as
the first hop (mobile sender) and as an intermediate link.
Congestion Coherence works for all three configurations
and has a similar performance. The performance compar-
isons presented below are for the mobile receiver configu-
ration.

4.2 Performance Results

Our first group of results, shown in Figure 7, is the
TCP congestion window and queue length of each proposal.
They are collected from 40-second simulation traces. The
packet error rate in the simulation is 0.1, corresponding to
a bit error rate of roughly 1075, A calculation shows that
the delay and bandwidth the wireless connection can sup-
port a window size of about 10 packets, but as shown in the
figure, the window size of base TCP with retransmissions
and ECN is reduced frequently. Their corresponding queue
size graph shows the queue at the bottleneck link is almost
always empty. Therefore, their link efficiency is very low.
Snoop and DDA solve the problem of unnecessary window
reductions caused by transmission errors. The window size
is significantly increased and the bottleneck link is better
utilized. Nevertheless, the spikes in the bottom of Snoop
and DDA cwnd figure indicate these two methods suffer se-
vere degradation from timeouts. Congestion Coherence is
a thorough solution. Unnecessary window reductions and
timeouts are avoided. The queue size figure shows that Con-
gestion Coherence has high link efficiency.

The major metric to evaluate the enhancement proposals
is goodput, which is defined as the number of packets suc-
cessfully received and acknowledged by the mobile host,
excluding the retransmitted packets. The goodput of the five
proposals under different packet error rates is drawn in Fig-
ure 8. Base TCP performs reasonably well when the packet
error rate is very small, but as the packet error rate increases,
its performance degrades quickly. The performance curve
confirms that TCP needs enhancement on wireless links.

YF]',F.

COMPUTER
SOCIETY

Proceedings of the 36th Hawaii International Conference on System Sciences (HICSS’03)

0-7695-1874-5/03 $17.00 © 2002 IEEE



20
18
16
14
12
10

cwnd

N O

20
18
16
14
12
10

cwnd

N O

cwnd

cwnd

20

18 |
16 {
14 {

12

cwnd
—
o

N o

T T T T T T 10 T T T T T R
tcpcwnd —— | ol tcp queue size i
i gL i
19 7t |
N (2] 6 - -
(]
138 5t |
1 3 4t i
e g ) '
2 - -
ﬂ 1 1 (—’_”_‘ [ I f_ﬂ H/IWWH 1 ‘ || || I ‘I H I | I
10 15 20 25 30 35 40 5 10 15 20 25 30 35 40
time time
T T T T T T 10 T T T T R
ecncwnd —— | 9l ecn queue size i
i gl i
1 ¢ 7t |
1 4% 6l i
Q
138 5t |
. g_ 4L i
e g f ) '
2 - -
ﬂ 1 1 (—’_”_‘ [ I f_ﬂ H/IWWH 1 ‘ || || I ‘I H I | I
10 15 20 25 30 35 40 5 10 15 20 25 30 35 40
time time
T T T T T T 10 T T T T T
snoop cwnd | 9L shoop queue size i
i g L
o 7F
N
(7] 6 -
(]
3 5f
. ‘ ‘ “ m ‘
3 -
| i 1 4
N P ; . I‘ I‘\ HH ‘\ | ‘ 1AL 10
25 30 35 40 0 5 10 15 20 25 30 35 40
time
T T T 10 T T T T T
ddd cwnd ——— | 9l dda queue size
7 8
1T o 7
N
@6
(]
3 5
Z 4 |
3
DAL A0 0
aENEE 5 (AL (O JACATIEPHAD 000 /0 CED (O (AT, (AN oD 0 (OG0
25 30 35 40 0 5 10 15 20 25 30 35 40
time time
T T T T T T T 10 T T T T T T T
ccewnd —— | 9l cc queue size i
i g 1 i
1 o 71 |
i Z 6| i
3 5f -
z 4| ]
| U A LA
A « 1 L H}\‘\IH A0 A
5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
time time
Figure 7. Congestion window and queue length for base TCP, ECN, Snoop, DDA and CC
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Plain ECN performs better than base TCP with retransmis-
sions when the error rate is very small, but its performance
degrades quickly as the error rate increases. DDA does not
degrade much with the error rate, but its performance under
small error rates is low. Congestion Coherence proves to be
better than all other methods for all ranges of error rates.

80000 .
70000 -
60000 f -

3 50000 | g

°

[} A

S 40000 | h
30000 |- JCP % -

ECN ——
20000 | Snoop —=— -
CC —eo—
10000 T TR
0.001 0.01 0.1

packet error rate
Figure 8. Goodput for the five methods
In addition to the goodput, we also analyzed the simula-

tion trace and collected other data that helped us understand
why one enhancement works better than another.

6000 T -
TCP —x—
DDA —=—
5000 - ECN —e— D
Snoop —5—

4000 | CC —e— g

3000

wireless losses

2000 1

1000

0 1
0.001 0.01 0.1
packet error rate

Figure 9. Wireless losses

Figures 9 and 10 show the number of wireless and con-
gestion losses. The number of wireless losses equals the to-
tal number of packets transmitted on the wireless link times
the packet error rate. The numbers of congestion losses of
base TCP with retransmissions, Snoop and DDA are signif-
icantly more than other methods because they use packet
losses as a congestion control mechanism. As the packet
error rate increases, wireless losses reduce the congestion
window so frequently that the window seldom grows to the
level that a packet needs to be dropped. This explains the
smaller number of congestion losses of base TCP with re-
transmissions in the right half of Figure 10. In contrast,

900
800
700
600
500
400
300
200
100

congestion losses

——

0 .
0.001 0.01 0.1

packet error rate

Figure 10. Congestion losses

methods using ECN do not suffer from congestion losses
on a regular basis. Congestion losses happen only when
bursts of background traffic generate so many packets that
the buffer of bottleneck link cannot absorb. As analyzed in
the beginning of Section 3, having fewer congestion losses
helps to reduce end-to-end retransmissions and the chance
of timeout.

average cwnd
[}

4 TCP

DDA —&—

2 | ECN —e—

Snoop —&—
CC —e—

0 " " PR " " " " PR
0.001 0.01 0.1

packet error rate

Figure 11. Average congestion window size

Figure 11 shows the average congestion window size. As
the packet error rate increases, wireless losses cause unnec-
essary window reductions in TCP and plain ECN, but the
window size of Snoop, DDA and Congestion Coherence is
not affected much by transmission errors. The slight drop
in the right upper corner is caused by transmission errors
in the retransmit packets. This figure confirms that Snoop,
DDA and Congestion Coherence solve the problem of un-
necessary window reductions.

Figure 12 shows the number of timeouts that occurred
during the simulation period. When the packet error rate
is small, TCP, Snoop and DDA have the largest number of
timeouts because they use packet losses for congestion con-
trol. Their buffer occupancy at the bottleneck link can grow
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of packets are retransmitted. Snoop and DDA avoid the ma-
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! they still have a large number of retransmissions because

of congestion losses and timeouts. Plain ECN reduces con-

0 . oo o 0 o 0o 04 gestion losses, but cannot recover from wireless losses. All

0.001 0.01 0.1 its wireless losses are retransmitted. Congestion Coherence

packet error rate avoids the majority of congestion losses, and waits for the

local retransmission for wireless losses, so it has the small-
est number of retransmissions.

300 1

timeouts

100 1

Figure 12. Number of timeouts

so high that bursts in background traffic can cause contin-
ual losses. Since two or more losses in a window causes a
timeout. This translates to a large number of timeouts. ECN
and Congestion Coherence have very few timeouts because
most of their congestion losses are avoided. Background
traffic causes occasional losses, but seldom become multi-
ple losses in one window. As the packet error rate increases,
the number of timeouts in TCP and plain ECN increases
dramatically because a larger number of wireless losses in-
crease the chance of multiple losses in one window. When
the error rate is below 0.014, TCP has more timeouts than
plain ECN. As the congestion window of TCP is reduced
frequently by wireless losses (Figure 11) and congestion
losses become fewer (Figure 10), TCP behaves almost iden-
tical to to ECN. The timeouts of Snoop and DDA are mainly
caused by congestion losses. They remains constant for all
packet error rates. Congestion Coherence has the smallest
of all proposals. This figure is the evidence showing that
only our proposal avoids the degradation caused by time-
outs.

mistake rate

0.01 0.1
packet error rate

Figure 14. Mistake rate

Finally, the mistake rate in determining the cause of
packet losses is shown in Figure 14. Both base TCP with
retransmissions and plain ECN assume all losses are caused
by congestion, so their mistake rate is the percentage of
wireless losses in all losses. Plain ECN makes almost the
same number of mistakes as base TCP with retransmis-
sions, but it has a much higher mistake rate because of its
small number of congestion losses. DDA assumes all packet
losses are due to transmission errors, so its mistake rate de-
creases when the packet error rate increases. Snoop knows
the exact cause of all packet losses by monitoring packets
arriving at the base station, so its mistake rate is zero. Con-
gestion Coherence takes advantage of congestion coherence
and makes the right guess in most cases, but it makes mis-
take when very bursty traffic causes sudden packet losses
without having neighboring packets marked. In our simu-

0.001 0.01 0.1 lations, Congestion Coherence’s mistake rate ranges from
packet error rate 0.06% to 1.2%. This rate is very small compared to other
methods (except Snoop), and has a minimal impact on per-
Figure 13. End-to-end retransmissions formance.
In summary, the simulation results show that Conges-
tion Coherence avoids the majority of congestion losses and
Figure 13 shows the number of end-to-end retransmis- is able to distinguish wireless loss from congestion losses.
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It is the only enhancement that avoids the three degrada-
tions of TCP performance over wireless links — end-to-end
retransmissions, unnecessary window reductions and time-
outs. Therefore, the performance of TCP is improved to a
level that current enhancements cannot achieve.

5 Conclusion

In this paper, we summarize the approaches used by
existing wireless TCP enhancement proposals and analyze
their impacts on the feasibility, generality and performance.
Our proposed new enhancement makes use of the conges-
tion coherence between consecutive packets to determine
the cause of packet losses. It requires only local changes
and applies to a wide range of network configurations and
traffic scenarios. By using local link layer retransmissions
and signaling the cause of packet losses, this method elim-
inates the majority of end-to-end retransmissions, unneces-
sary window reductions and timeouts caused by transmis-
sion errors, and achieves a high level of performance.
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