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Abstract

We compare the service received by TCP and UDP flows
when they share either a link or a Multiprotocol Label
Switching (MPLS) traffic trunk. Since MPLS traffic trunks
allow non-shortest path links also to be used, the total net-
work throughput goes up with proper traffic engineering. In
this paper, we found that if UDP and TCP flows are mixed
in a trunk, TCP flows receive reduced service as the UDP
Sflows increase their rates. Also, we found that in order to
benefit from traffic engineering, MPLS trunks should be im-
plemented end-to-end (first router to last router). If some
part of the network is MPLS trunk-unaware, the benefits are
reduced or eliminated.

Key topics: MPLS, Traffic Engineering, Traffic Trunk,
Label Switched Path

1. Introduction

This paper presents an analysis of performance of TCP
and UDP flows using MPLS traffic trunks.

MPLS stands for "Multiprotocol Label Switching”[5]).
It’s a layer 3 switching technology aimed at greatly im-
proving the packet forwarding performance of the backbone
routers in the Internet or other large networks. The basic
idea is to forward the packets based on a short, fixed length
identifier termed as a ’label’, instead of the network-layer
address with variable length match. The labels are assigned
to the packets at the ingress node of an MPLS domain. In-
side the MPLS domain, the labels attached to packets are
used to make forwarding decisions. Thus, MPLS uses in-
dexing instead of a longest address match as in conven-
tional IP routing. The labels are finally popped out from
the packets when they leave the MPLS domain at the egress
nodes. By doing this, the efficiency of packet forwarding is
greatly improved. Routers which support MPLS are known
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as “Label Switching Routers”, or "LSRs”. A path from the
ingress node to the egress node of an MPLS domain fol-
lowed by packets with the same label is referred to as a La-
bel Switched Path(LSP).

Although the original idea behind the development of
MPLS was to facilitate fast packet switching, currently its
main goal is to support traffic engineering and provide qual-
ity of service(QoS). The goal of traffic engineering is to
facilitate efficient and reliable network operations, and at
the same time optimize the utilization of network resources.
Most current network routing protocols are based on the
shortest path algorithm, which implies that there is only one
path between a given source and destination end system.
In contrast, MPLS supports explicit routing, which can be
used to optimize the utilization of network resources and en-
hance traffic oriented performance characteristics. For ex-
ample, non-shortest paths can be chosen to forward traffic.
Multiple paths can also be used simultaneously to improve
performance from a given source to a destination. Based on
the idea of label switching, MPLS provides explicit routing
without requiring each IP packet to carry the explicit route,
which makes traffic engineering easier. Another advantage
is that using label switching, packets of different flows can
be labeled differently and thus received different forwarding
(and hence different quality of service).

In the context of MPLS, A traffic trunk is an aggregation
of traffic flows of the same class, which are placed inside an
LSP[1, 2}(Similar trunk concepts are also defined by other
authors, such as TCP Trunk in [3]). Therefore, all packets
on a traffic trunk have the same label and the same 3-bit
class of service (currently experimental) field in the MPLS
header. Traffic trunks are routable objects like virtual cir-
cuits in ATM and Frame Relay networks. These trunks can
be established either statically or dynamically (on demand)
between any two nodes in an MPLS domain.

A trunk can carry any aggregate of micro-flows, where
each micro-flow consists of packets belonging to a single
TCP or UDP flow. In general, trunks are expected to carry



several such micro-flows of different transport types. How-
ever, as shown in this analysis, mixing different transport
types can cause performance problems such as starvation
and unfairness for certain traffic.

Figure 1 illustrates the relationships between the various
abstractions we have described above.

Figure 1. Relationships among Flows, Trunks,
LSPs and Links

In this paper, we analyze the performance impact of
mixing TCP and UDP traffic. The two transport proto-
cols have very different congestion responses. Specifically,
TCP has congestion control and reduces its traffic in re-
sponse to packet loss whereas, UDP has no congestion con-
trol and does not respond to losses. While it is possible
to design UDP applications that are sensitive to congestion
losses, very few such applications exist. The effect of mix-
ing TCP and UDP traffic has been studied before (such as
in [10, 11, 12]), with the main conclusion that when con-
gestion happens, TCP traffic will backoff and suffer, while
UDP traffic will take advantage. The contribution of this
paper is to study this effect in the context of MPLS, using
traffic trunk.

This paper is organized as follows: In the following sec-
tion, we describe the simulation model we have used. In
section 3, we compare the results of different simulations
conducted for 4 different scenarios. And finally, we give
some conclusions based on our simulations in section 4.

2. Network Topology

We used Network Simulator version 2 (ns2)[8] for our
analysis with new modules for label switching and CBQ
(Class-based Queuing)[9] for trunk service.

In the simulations, the network topology shown in Figure
2 was used. It consists of six routers and six end-systems.
The routers are MPLS capable. There are 3 flows. Source
S1 sends UDP traffic to destination D1. Sources S2 and S3
send TCP traffic to destination D2 and D3, respectively(here
n=3). The UDP source sends traffic at a given rate. The TCP
sources are “infinite ftp”’ sources and send packets whenever
its congestion window allows. The actual throughputs are
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monitored at the destination nodes. In the simulations, we
use TCP Tahoe, the default version of TCP in ns2.

The two TCP flows are different only in their packet
sizes. The first TCP'flow (TCP1) between S2 and D2 uses
a MSS of 512 bytes. The second flow (TCP2) between S3
and D3 uses an MSS of 1024 bytes. Thus, the two flows are
almost identical except for the packet sizes.

From Figure 2 we can see, there exist two parallel paths
between routers R2 and R5, one (R2-R3-R5) of a high band-
width (45 Mbps) and the other (R2-R4-R5) of compara-
tively low bandwidth (15Mpbs). The link delay of all the
links in the network is Sms.

Figure 2. Network Topology

3. Simulation Results

To see the effect of MPLS traffic trunks, we analyzed
four different scenarios with different intermixing of TCP
and UDP flows. In each scenario, we vary the UDP rate and
measure the throughput of the three flows. These scenarios
and the analysis results are as follows.

* Case 1: No Trunks, No MPLS

The first case we analyzed is current IP with best effort
shortest path routing without any trunks. All traffic in this
case follows the high-speed path R2-R3-RS and the alter-
native path R2-R4-R5 is unused. The results are shown in
Figure 3.

Notice that as the UDP flow increases its rate, the
throughputs of both TCP flows decrease. When the UDP
rate reaches 45Mbps, both TCP flows can send almost noth-
ing because all the bandwidth of link R2-R3 is used by UDP.
That is, the congestion- sensitive traffic suffers at the hands
of congestion-insensitive traffic. This result is the same as
those of the previous studies[10, 11, 12].

Notice also that the two TCP flows that are different only
in their packet sizes get very different throughput. The flow
with smaller packet size (TCP1) gets very small throughput.
This is a known behavior of TCP congestion mechanism[7,
8].

* Case 2: Two Trunks using Label Switched Paths
In this case we configured two trunks over the network
in the following way. The first trunk carries UDP and
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Figure 3. Results with Normal IP routing

TCP1 and follows the label switched path (LSP) R1-R2-
R3-R5-R6 (high bandwidth path). The second trunk carries
TCP2 and follows the path R1-R2-R4- R5-R6 (low band-
width path). We vary the UDP source rate and observe the
throughput for the various flows. The results are shown in
Figure 4.
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Figure 4. Results using two trunks, with TCP
and UDP mixed on one Trunk

Notice that there is a significant improvement in the
throughput of the flows. This is because the low bandwidth
link which was not being utilized till now is also being used.
Hence, TCP2 which is directed on a separate trunk and fol-
lows the low bandwidth link is unaffected by the increase
in the UDP source rate and hence shows an almost constant
throughput. But, we also observe that as the UDP source
rate increases, the throughput of the TCP1 flow mixed with
it on the same trunk suffers. This is because the TCP flow
cuts down its rate in response to network congestion. Thus,
we can say that use of separate trunks definitely improves
the network performance but, is not sufficient to provide the
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quality of service which might be desirable for some appli-
cations. Thus, in order to guarantee the quality of service to
a given flow, we need to isolate UDP flows and TCP flows in
different trunks so that even if a given UDP flow increases
its source rate, TCP flows are unaffected by this.

* Case 3: Three Trunks with isolated TCP and UDP
flows

In this case, we use three isolated trunks, one each for the
UDP and TCP flows, respectively. This is done using Class
Based Queuing (CBQ) to guarantee bandwidth allocations
for all the different trunks at the routers. By doing this, we
essentially separate the UDP flow from the TCP flows and
thus get the results shown in Figure 5.
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Figure 5. Results using a separate trunk for
different flows

Here we see that the increase in the UDP source rate does
not affect either of the TCP sources and both are able to get
a fairly constant throughput. Thus, by isolating UDP and
TCP flows, we can guarantee a given quality of service to
sources which are responsive to congestion control also. Al-
though this is achieved at the overhead of maintaining sepa-
rate queues for each of the trunks at each of the routers. Ac-
cording to Li and Rekhter[1], the number of trunks within a
given topology is within the limit of (N*(N-1)*C), where N
is the number of routers in the topology and C is the num-
ber of traffic classes. This means the overhead is within a
reasonable limit.

It is worth noting that although we use one flow in each
trunk, this is not the general case. There could be multiple
flows in a trunk. The simulations suggest that we should
separate UDP flows from TCP flows using different trunks.

* Case 4: Non end-to-end Trunks

In this case we analyze a scenario where the trunks are
not end-to-end. Specifically, the trunks are being initialized
only from R2. In this case, the flows interfere with each



other for part of the path since R1 does not distinguish be-

tween the various flows. The results are shown in Figure
6.
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Figure 6. Results using Non end-to-end
trunks

The above results show that the network really cannot
guarantee anything in such a case. This happens because
at R1 the flows are treated identically and during periods
of congestion the TCP sources reduce their source rates.
This leads to very poor throughput for the TCP sources even
though they are treated distinctly at R2. Thus, in order that
this kind of a scheme be successful, the flows should be sep-
arated as soon as they share a common link in the network.

4. Summary

In this paper we study the effect of using traffic trunks
to separate TCP and UDP flows, which have different re-
sponses when congestion happens. Simulation results show
that the total network throughput improves significantly
with proper traffic engineering. Congestion-unresponsive
(UDP) flows affect the throughput of congestion-responsive
(TCP) flows. Therefore, different types of flows should be
isolated in different trunks in order to guarantee quality of
service. For the above scheme to be effective, the trunks
need to be end-to-end, otherwise the advantages of isola-
tion in other parts of the network are eliminated or reduced
significantly.
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