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ABSTRACT 
 

 Congestion in the Internet results in wasted bandwidth and also stands in the way of guaranteeing QoS.  The effect of 
congestion is multiplied many fold in Satellite networks, where the resources are very expensive. Thus congestion 
control has a special significance in the performance of Satellite networks. In today’s Internet, congestion control is 
implemented mostly using some form of the de facto standard, RED. But tuning of parameters in RED has been a 
major problem throughout. Achieving high throughput with corresponding low delays is the main goal in parameter 
setting. It is also desired to keep the oscillations in the queue low to reduce jitter, so that the QoS guarantees can be 
improved. In this paper, we use a previously linearized fluid flow model of TCP-RED to study the performance and 
stability of the Queue in the router. We use classical control tools like Tracking Error minimization and Delay Margin 
to study the performance, stability of the system. We use the above-mentioned tools to provide guidelines for setting 
the parameters in RED, such that the throughput, delay and jitter of the system are optimized. Thus we provide 
guidelines for optimizing satellite IP networks. We apply our results exclusively for optimizing the performance of 
satellite networks, where the effects of congestion are much pronounced and need for optimization is much important. 
We use ns simulator to validate our results to support our analysis.  
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1. INTRODUCTION 

 
The rapid globalization of the telecommunications industry and the exponential growth of the Internet are increasing 
the demands on global telecommunications. Satellite communication networks can be an integral part of the newly 
emerging national and global information infrastructures [1]. Satellite networks offer global coverage, broadcast 
capabilities, flexibility in bandwidth allocation, support for mobility and short time for implementing services even in 
areas with little infrastructure. All these qualities make satellite networks a good candidate for the future Internet 
infrastructure as broadband access network, high-speed backbone and combination of both of them. However, to meet 
this goal, provisioning of quality-of-service (QoS) within the advanced satellite network systems is the critical 
requirement. Congestion remains the main obstacle to Quality of Service (QoS) on the Internet. Congestion is a critical 
problem especially in satellite networks, where TCP congestion control performance is affected by intrinsic satellite 
link characteristics such as latency, bandwidth, packet loss due to congestion, and losses due to transmission errors 
links [2]. Although a number of schemes have been proposed for network congestion control in satellite networks, the 
search for new schemes continues [3-13,16,17]. But the winner, at least for the time being seems the class of Active 
Queue Management (AQM) algorithms, which is one form or other of the RED [6] algorithm. 

 
However, as has been pointed out in [19-21] one of RED’s main weaknesses is that the average queue size varies with 
the level of congestion and with the parameter settings. That is, when the link is lightly congested and/or maxp is high, 
the average queue size is near minth; when the link is more heavily congested and/or maxp is low, the average queue 
size is closer to, or even above, maxth. As a result, the average queuing delay in RED is sensitive to the traffic load and 
to parameters. Also RED has a trade off between stability and speed of response. This average queuing delay is very 
important for QoS applications. So setting the parameters of RED is very important and also the range of variation of 
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parameters or the traffic load, for which the delay or the throughput performance doesn’t vary appreciably, is also 
important. As the level of traffic in the any network keeps changing dynamically, it is very important to find out the 
range of traffic for which given parameter settings remain valid. We analyze here the TCP-RED behavior using control 
theory and provide essential guidelines, using Delay Margin and Tracking Error minimization [15], for setting the 
parameters and also suggest ways to find a bound on traffic load and other RED parameters, so that the delay, 
throughput and jitter performance doesn’t degrade. The rest of the paper is organized as follows. In Section 2, we give 
the stability and performance analysis of the TCP-RED model, based on the fluid flow model. In Section 3, we use 
simulations to give guidelines based on the analysis in Section 2. We also validate the results obtained using control 
theory using ns simulations [14]. In Section 4 we describe the network configuration used to do the simulations. In 
Section 5, we present the conclusions of our research. 

 
2. STABILITY AND PERFORMANCE ANALYSIS 

 
Figure 1, shows the RED packet drop policy. We use here the already linearized model of TCP-RED scheme derived 
in [18]. In that, the authors used Bode Gain and Phase margins to analyze the stability of the system. Here the Delay 
Margin and Tracking Error of the system are the parameters of interest. A stable system might become unstable if the 
delay in the system is more than a specified limit. So the Delay Margin will give us more insight into the stability of 
the system especially one with prominent delays in the feedback path. The Delay Margin is the amount of additional 
delay that can be in the feedback path up to which the system can still be stable [15]. In our case the delay in the 
feedback is the sum of the queuing delay and the fixed propagation delay. Thus ideally we want the system to have 
high Delay Margins as that will mean that small variation in delays will still make the system operate in the stable 
region. If the queue oscillates less in the low delay region, then it will go to zero less often. This is tantamount to an 
increase in the throughput in such regions. This is because the router can service more packets if the router queue is 
non-empty. The effect of oscillations in the queue in the low-delay region is thus especially important. In fact in the 
low-delay region throughput is the main parameter of interest.  The Tracking error is also important here. The 
Tracking error refers to how good the system tracks the desired steady state queue and oscillations around it. In actual 
networks, the variation in the delays (jitter) is also an important parameter. This is related to better tracking of the 
steady state queue. For this purpose also we study the Tracking Error in the system. Ideally we would like the Tracking 
Error to be small as the system then tracks the steady state queue better. For a fixed propagation delay, it is desirable to 
operate in a region where we have decreased Tracking Error and high Delay Margin. Such a system will guarantee 
better stability and performance from the point of throughput and jitter. We will now proceed to derive expressions for 
the Delay Margin and Tracking error. 

 
 
 
 
 
 
 
 
 
 

 
 

Figure 1. RED packet-drop policy. 
 
In TCP, the congestion window size (W(t)) is increased by one every round trip time if no congestion is detected, and 
is halved upon a congestion detection. This additive-increase multiplicative-decrease behavior of TCP has been 
modeled in [18] by the following differential equation  
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In a network topology of N homogeneous TCP sources and one router, an equation for the queue dynamics is [18], 
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A block diagram describing the TCP dynamics is shown in Figure 2, where C(s) is the AQM controller and P(s) is the 
TCP plant. The Transfer function for P(s) and C(s) are given below [18]. 
 
 
 
 
 

 
Figure 2. Block Diagram of TCP-RED scheme. 
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where,  
            δq  = Error in Queue length 
            δp = Error in Probability 
            C = out-rate of the router in packets/second 
            Ro = Queuing + One way Propagation delay 

            Queuing delay = 
C

qo  

            Propagation delay = Tp (fixed) 
            Lred = Pmax / (maxth -  minth) 
            Pmax  = maximum probability of dropping a packet. 
            maxth = maximum threshold in packets 
            minth = minimum threshold in packets 
            N = no. of  flows  
          alpha = queue averaging parameter  
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Thus the overall open loop transfer function is given by  
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The Delay Margin of the system is the ratio of the Phase margin to the Crossover frequency of the undelayed open 
loop transfer function [15]. This is the amount of delay increase the system can tolerate before it goes to instability. 
The Delay Margin for a stable system is positive and it is negative for an unstable system. For the above system, the 
Delay Margin, Dm of the system is given by   
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The steady state Tracking Error is the amount of error between the instantaneous queue and the steady state queue. We 
ideally want the system to have a lower error for better tracking. 

For the above system the steady state Tracking error ess is defined by [15] 
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From the above equations we see that as )0(G increases, the Delay Margin of the system decreases. However the 

Tracking Error decreases with increase in )0(G . Thus we have better error minimization performance at the expense 

of lower stability margins and there is a trade-off between better stability and smaller Tracking Error. There is thus an 
optimal region where we can operate the system to extract best performance. 

 
3. EFFECT OF TUNING AND GUIDELINES FOR PARAMETER SETTING 

 
We now proceed to analyze the performance of a GEO network with the following parameters. One-way latency, Tp = 
250ms, maxth = 60 packets, minth = 20 packets, C = 250 packets/second, Pmax = 0.1, N = 5, alpha = 0.002. The network 
configuration is show in Figure 19. 

 
For the above case, we plot the Tracking Error and the Delay Margin as a function of the Propagation time Tp in Figure 
3. It can be seen that the system has a negative Delay Margin, which means that the system is unstable. Since we want 
to operate in regions where the queuing delay will be less, we are concerned about the oscillations in the queue as if 
they go to zero, there will be reduction in throughput. The NS result for this case is shown in Figure 5. The NS 
simulation configuration details are given in Section IV. From Figure 5, we can see the high oscillations in the queue. 
Since the queue goes to zero often, there is less throughput in the system. We now try to improve the performance of 
the above system. We want the system to have a Delay Margin that is positive. We thus need to decrease the gain, 
G(o) of the system from equation 9. We do this by increasing N to 30. The Delay Margin in this case is infinite as 
shown in Figure 4 and the system is expected to oscillate less. This reduction in oscillations means an increase in the 
throughput in the low-delay regions. The NS-results for this case is shown in Figure 6. We can see the reduction in 
oscillations, which will result in throughput improvement 
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            Figure 3. Tracking Error and Delay Margin for                                Figure 4. Tracking Error and Delay Margin for 
                            unstable Geo Satellite                                                                        stable Geo Satellite 
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                 Figure 5. Queue for an unstable Geo Satellite.                        Figure 6. Queue for a stable Geo Satellite, 250 ms 
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       Figure 7. Tracking Error and Delay Margin for lower G(o)         Figure 8. Tracking Error and Delay Margin for higher G(o) 
 
For the given load level N, we obtain the maximum allowable Pmax that guarantees a positive Delay Margin for system 
with parameters maxth =4, minth = 1, N=30, alpha = 0.002, C = 250 packets/second The maximum value of Pmax 
calculated from equation 9 that gives a positive Delay Margin is 0.5. Thus the system is stable for any Pmax less than 
0.5. Having this result we now proceed to tune the system for better performance. Our main goals are stability with 
minimum tracking error. We test the system in the stable region by changing G(o). A high G(o) means a system with 
reduced error form equation 11. Such a system will give better much performance.  
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Figures 7 and 8 show the Tracking Error and the Delay Margin as a function of the Propagation time Tp for Pmax = 0.1 
and 0.2. We have decreased Tracking Error when Pmax is 0.2 compared to 0.1 and are still in the stable region. This 
means that the throughput of the system is higher with this setting. This is shown by means of NS-simulations in 
Figure 10, where Throughput Vs. Average Delay for both cases. We can clearly see a performance improvement with 
proper setting of parameters from equations 9 and 11 in the region where the system is stable. 
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        Figure 9. Jitter Vs Tracking Error for GEO satellites                         Figure 10. Throughput Vs Avg Delay for 2 different G(o) 

 
We also plot Jitter Vs Tracking Error for the case where Pmax is 0.1 and the system is stable. We increase the maxth –
minth for different cases. An increase in the difference between the thresholds will only increase the Delay Margin for 
equation 9. But the Tracking error increases from equation 11.  We expect the jitter to increase. This is shown in 
Figure 9. We see that the jitter has indeed gone up with decrease in G(o). This is because by decreasing G(o) we 
increase the Tracking error and hence the jitter. The jitter is calculated from ns simulations. Thus we can optimize 
throughput and jitter performance with a proper choice of parameters from equations 9 and 11. 

 
   We want to shift the Delay Margin upwards for increased stability, which decreases the Tracking Error and hence 

lowers performance. We know that p
o

o T
C

q
R += . Tp , C being fixed, the Delay Margin is a bound on the queue. 

Thus if we know an estimate on the variation in the queue, we can tune the parameters such that we can operate with a 
minimum safe Delay Margin from equation 9 and still be in the low Tracking Error region from equation 11. This will 
improve performance compared to arbitrarily setting the parameters and hence compromising performance. 

 
For MEO networks, one-way latency = Tp = 120ms, maxth = 60 packets, minth = 20 packets, C = 250 packets/second, 
Pmax = 0.2, N = 5, alpha = 0.002. For this case, we plot the Tracking Error and the Delay Margin as a function of the 
Propagation time Tp in Figure 11. 
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             Figure 11. Tracking Error and Delay Margin for                              Figure 12. Tracking Error and Delay Margin  
                                 unstable MEO network                                                                    for stable MEO network 

150     Proc. of SPIE Vol. 5245



 

 

It can be seen that the system has a negative Delay Margin, which means that the system is unstable. The NS results 
for this case is shown in Figure 13. We can see the high oscillations in the queue. We now try to improve the 
performance of the above system. We want the system to have a Delay Margin that is positive. We thus need to 
decrease the gain, G(o) of the system. We do this by increasing N to 20. Figure 12 shows that the Delay Margin in this 
case is infinite and the system is stable. The NS-results for this case is shown in Figure 14. We can see the reduction in 
oscillations in the queue compared to the first case.  

 
We now show the effect of tuning the parameters in MEO networks. The parameters are One-Way latency (Tp)= 
120ms, maxth = 4 packets, minth = 1 packet, C = 250 packets/second, Pmax = 0.1, N = 10, alpha = 0.002. 
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        Figure 13.Queue for unstable MEO network                             Figure 14. Queue for stable MEO network. 

 
The Tracking Error and Delay Margin plots are shown in Figure 15. The system is stable as the Delay Margin is 
positive. We now increase the gain in the system by increasing Pmax to 0.2. The Tracking Error and Delay Margin plots 
for this case are shown in Figure 16. We see that the Tracking Error has indeed gone down. But the system is still 
stable Thus we expect the system to give better performance as shown by the NS-plots in Figure 18. 
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    Figure 15. Tracking Error and Delay Margin for lower G(0)           Figure 16. Tracking Error and Delay Margin for higher G(0) 
 
We also plot Jitter Vs Tracking Error for the case where Pmax is 0.1 and the system is stable. We increase the maxth –
minth for different cases. From the jitter argument before in the case of GEO satellites, we see that the jitter has indeed 
gone up with decrease in G(o) as shown in Figure 17. This is because by decreasing G(o) we increase the Tracking 
error and hence the jitter. The jitter is calculated from ns simulations. Thus we can optimize throughput and jitter 
performance with a proper choice of parameters from equations 9 and 11. 
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       Figure 17. Jitter Vs Tracking Error for LEO satellites                         Figure 18. Throughput Vs Avg Delay for 2 different G(0) 

 
4. NS SIMULATIONS - SIMULATION CONFIGURATION 

 
For all our simulations we used the following configuration, shown in Figure 19. A Number of sources S1, S2, S3.., Sn 
are connected to a router R1 through 10Mbps, 2ms delay links. Router R1 is connected to R2 through a 2Mbps, Tp ms 
delay link. R2 is connected to R3 through a 1.5Mbps, Tp ms delay link and a number of destinations D1, D2, D3.., Dn 
are connected to the router R3 via 10Mbps 4ms delay links. The link speeds are chosen so that the congestion will 
happen only between routers R1 and R2 where our scheme is tested. 

 
 

 
 

           
 
 
 
 

Figure 19. Simulation Configuration 
 
This configuration can simulate the case MEO and GEO satellite networks by varying the delay Tp. A delay of 120 ms 
and 250ms are used respectively for MEO and GEO satellites. An FTP application runs on each source. Reno TCP is 
used as the transport agent. The packet size is 1000 bytes and the acknowledgement size is 40 bytes. The number of 
sources is varied to alter the congestion level. The weight used for queue averaging is α = 0.002. Thus the results 
obtained by control theory are validated using ns simulations. So our analysis scheme based on control theory can be 
used to optimized IP networks. 
 

5. CONCLUSIONS 
 

In this paper, we used a previously derived linear model of a TCP-RED scheme to derive margins for the allowable 
delay in the feedback path of the system. We also performed Tracking Error minimization technique to analyze the 
performance improvement. We showed that performance improvement occurs with a corresponding decrease in the 
Delay Margin of the system. We have given design conditions on how to increase performance without violating 
feedback system stability. Thus using our results a well optimized satellite router could be designed. We have verified 
our results using NS simulator. 
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