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Abstract

Diverse working and protection paths are used in tel econmunication networks to
increase survivability and availability in case of faults. In selecting these
diverse paths, it is inportant that the two paths do not share any |inks that
share the sane risk. This is done by assigning each link to a Shared Risk Link
Group (SRLG. In this paper, we extend this concept to nodes and domains. Diverse
pat hs shoul d not pass through nodes that can both fail together, for exanple, by
being located in the sanme building. Simlarly, for a higher Ilevel of
survivability, diverse paths may not pass through network domains that share the
same risk. Domains are defined as subnetworks with conmon administrative control,
technol ogy, or geography. Shared Risk Goup is an extension of the SRLG concept
that avoids not only link level risks but also node and domamin level risks. W
denonstrate how to use the transport network diversity using this concept while
conputing application level diversity in a nulti-layered optical network.

Key words: Diversity, Failures, Optical Networks, Risk, Shared Ri sk G oups (SRG,
SRLG and Traffic Engineering (TE).

1. I ntroduction

In connectionless networks, such as in IP networks, a failure in the network is
bypassed by rerouting the traffic around the failure. However, the tine required
to detect the failure and update routing tables throughout the network may be too
long for nobst telecom applications. To alleviate such problens telecom networks
have traditionally used connection-oriented architectures with a high-level of
link and equi prent redundancy. Bi-directional Link Switched Rings (BLSRs) used in
SONET/ SDH networks are one exanple of |ink redundancy mechanisns used in telecom
networks. Wth these ring-based topologies, failure of a single link or node
results in a mnimal disruption. The operation can be resuned in typically Iless
than 50ms under certain conditions.

Anot her nethod for reducing the inpact of failures is to have two or nore diverse
pat hs such that upon the failure of the working (or prinmary) path, the traffic can
be quickly switched to one of the protection (or secondary) paths. This method
applies to networks with both ring and mesh topologies. Also, it allows carriers
to use the protection resources for lower priority traffic. Therefore, this is
expected to be used comonly in future.

Standard bodies, including Internet Engineering Task Force (IETF), Optical
Internetworking Forum (O F), and International Tel ecomunication Union (ITU) are
all working to formalize mechanisms that will allow automated deternination of
diverse paths. This work is being done partly under the unbrella of traffic
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engi neering, which deals with noving traffic to those parts of the networks that
wi Il provide the highest utilization of network resources while also providing the
best user performance including availability and survivability.

Al t hough the concepts discussed in this paper are relevant to both packet-sw tched
and circuit-switched networks, we concentrate only on circuit-switched (or
connection-oriented) networks especially optical networks.

In this paper we introduce the concept of shared risk groups (SRG and denonstrate
how this concept can be used to achieve diversity in optical networks and to
assess risks associated with a path. In this process we extend the concept of
diversity froma link level, node level and SRLG (Shared Ri sk Link Goup) |evel
diversity to an additional domain |evel diversity. W denponstrate how to use the
transport network diversity using this concept while computing application |evel
diversity in a nulti-layered optical network.

In Section 2 we present the background relevant for diversity and risk assessnent
in tel ecommuni cation networks. In Section 3 we provide the relevant definitions
whose applicability is then elaborated in Section 4. Achieving diversity and
assessing risk with a given path are presented in Sections 5 and 6. In Section 7
we present inplenentation guidelines of the SRG concept for a specific
application. Conclusions, acknow edgenents and references follow in Sections 8, 9
and 10, respectively.

2. Background

In data networks, a path consists of an alternating sequence of nodes and |inks.
The nodes originate and terninate data traffic and the Iinks transmt the traffic.
One inportant concept in data path selection is diversity. There are two types of
topol ogi cal path diversities: link disjoint and node disjoint [1]. Two data paths
are said to be link disjoint if they do not share a common link to be a single
point of failure along the path. Simlarly, two data paths are said to be node
disjoint if they do not share a conmobn node as a single point of failure along the
path except the originating and the terminating nodes. It is obvious that the
node disjointness inplies the link disjointness. In this paper we use terns |ink
(node) -di sjoint interchangeably with termlink (node)-diverse.

Consider a 6-node nmesh network as shown in Figure 1. Assume that there is a
request to make a connection between nodes A and G Suppose the path specified by
set of nodes (A, C F, G or to be nore specific the (node, link) pairs {{A 2},
{C, 1}, {F, 2}, G is the shortest path that satisfies this request. If this path
is not protected from failures, a node failure, such as the failure (a) shown in
Figure 1.A, can disrupt the traffic flow on the path. In teleconmunication
networks, to avoid data loss due to a node failure two node diverse paths (i.e.,
the two paths that do not have any nodes in comobn excepting the source and
destinati on nodes) are conputed and one of themis nmade the primary path while the
other serves as the secondary path. For exanple, in Figure 1.A path (A B, F, G
has been designated as a prinary path and (A, C, D, E, G is the secondary path.
In case of the primary path failure, the traffic is switched to the secondary path
at node A. Sinmlarly, to protect a path against link failures (such as failure (b)
in Figure 1.B), one can conpute link-diverse primary and secondary paths. Note
that the primary path ({A 1}, {B, 2}, {F, 1}, G and the secondary path ({A 2},
{C, 1}, {F, 2}, G in Figure 1.B do not share any links in common. I|f both the
pat hs have links that share the same conduit, as shown in Figure 1.B for |inks
({B, 2} and {C, 1}), then a failure of the conduit (such as failure (c)) wll
affect both the primary and the secondary paths. One way to solve this problemis



to assign an identifier to this conduit (the common resource or risk) and avoid
including resources with this identifier in both the prinmary and secondary path
during the path conputation. This comopn identifier is called “Shared Ri sk Link
Goup (SRLG”. Hence in addition to node-diverse and |ink-diverse paths, in
tel econmuni cation terns, it is a conmon practice to conpute SRLG diverse paths [1
3, 4]. Reference [3] provides enhancenments to the concept of SRLGs thereby

streanlining its nmeaning. In this paper, the constraints discussed till now (such
as node, link or SRLG diversity) are called “exclusive constraints” neaning they
request for excluding risks (such as nodes, links and SRLGs). Diverse path

conputation can be perforned by in-line mechanisns such as the constraint-based
routing protocols [5] or by external provisioning tools. The concepts that we
i ntroduce in this paper are applicable to both the cases.

A. Node Diversity
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Figure 1: Usage of node and link diversity under different failure conditions
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In addition to the SRLG nmechanisms to reduce failure tinme, networks can also be
proactively planned to avoid risks. This alternative is called "capabilities." For
exanple, in Figure 1.B, the SRLG failure (c) can be averted by providing a 1:1
shared link protection (link capability) to {B, 2} by {B, 2'} and {C, 1} by {C
1"} links to F. O course these new |links should not share the risk taken by the
original links. These are mainly to localize the fault and hence the recovery, and
to reduce tine taken to restore the connections froma failure. Such fault or risk
| ocalization is done in the telecom networks in the form of shared |ink (or span)
protection, ring protection, and dedicated (such as 1+1) protection. Here, each
link has a built-in protection. Hence when a diverse path conmputation is perfornmed
one may want to (specify a constraint to) consider the protection capable Iinks
over the unprotected links. Such constraints are called “Inclusive Constraints” in
t his docunent.

A risk sharing, however, is not linmted to |links between adjacent nodes, which has
been the case until now To contain the affect of such failures many precautions
are taken. For failures in a node, nmany hardware and software redundancy
mechani sns are enployed to contain the failure to the node. Simlarly for failures
in a region (e.g., central office etc.) redundant equi pment and other techniques
are enployed to contain the failure local to the region and in the same note, a
failure in a group of nodes and links operating together is contained to the same



group by enploying group restoration nechanisnms (such being the case in ring
topologies). This leads to the concept of the risk domain (as formally defined in
t he next section), which defines the perineter of the conponents that are invol ved
in solving the failure.

The “shared risk concept” can al so be viewed as a nechanismto hide or reduce the
amount of topology infornmation propagated in a nulti-layered network. Consider a
multi-layer network with fiber, optical (for instance G 709 OIN), SONET/SDH and
router |ayer topology in the ascending order of enconpassing the previous |ayer
topol ogy. As shown in Figure 2 (which depicts only two |ayers), the upper |ayer is
called the client layer and the lower layer is called the server layer. In such a
topology a link at the client layer (for exanple, logical |ink between nodes B and
D) can mean many nodes and links in the server layer (for exanple, it may mp to
<{B, B}, {B, X, {X Y}, {Y, D}, {D, D>.

Logical server layer links
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Figure 2 Application of SRGto a multi-layer GWLS based transport network

To provide diversity at the client |ayer one should consider failures in the
server |ayer topology. For exanple, Let us assunming that we have conmputed two
i nk-di verse paths between (A, G, which are <A, C, Db Ef &G and <A, B, D, F, &
as shown in Figure 2. Suppose the client Iink <C, D> maps to server links <C, C,
D, D> and <B, D> maps to <B, B, C, D, D> A failure on link <C, D> can
potentially affect both the connections. But since the server topology is a ring
it may recover the failure, wthout knowi ng that these two connections are part of
link diverse paths in the client |ayer. Now suppose links <D, E> and <D, F> are
mapped to <D, D', M F', E', E> and <D, D', L, M F', F> respectively. A failure
on segnent <M F”> can affect both the connections. If there are no |ocal recovery
nmechani sms, then this failure may mean that client link |ayer diversity has failed
its purpose. Thus, to provide diverse links or paths (sequences of links) at the
client layer requires some neans of abstracting the restoration capabilities at
the server layer, so that this abstraction can be used by path conmputation at the
client |ayer.

Wth the adoption of GWLS (Generalized Milti-Protocol Label Switching) [7]
control plane in the packet and circuit based networks it is now possible to
conpute diverse paths in multiple layers. The notion of diversity can be
abstracted and dynamically conputed at many |ayers. At present, the only way to



provide this abstraction of the server layer topology in the client layers is to
use SRLG, which has a very limted usage in diverse path conputation. The
capability assignnent constructs provided in this paper are useful in achieving
the task of diverse path conputation across multiple |ayers.

3. Definition of SRG

A Shared Risk Link Goup (SRLG is defined as a group of links that share a conmobn
ri sk conponent whose failure can potentially cause the failure of all the links in
the group. For example, all fiber links that go through a common conduit in the
ground belong to the sane SRLG group because the conduit is a shared risk
conponent whose failure, such as a cut, wll cause all fibers in the conduit to
break. It’s clear fromthis definition that SRLGis a relation defined within a
group of links based upon a specific risk factor. Note that the risk factor can be
defined based on various technical or admnistrative grounds such as “sharing a
conduit”, “within 10 mles of distance proximty” etc. A SRLG identifier is often
defined for each shared risk link group for conputational purposes.

The SRLG concept can be used to define link-disjoint path diversity. Two data
paths are link-disjoint if no two links on the two paths belong to the sane SRLG
under consideration. Simlarly, shared risk node group (SRNG concept can be used
to define node-disjoint path diversity.

A Shared Ri sk Node Goup (SRNG is defined as a group of nodes that share a conmon
ri sk conponent whose failure can potentially cause the failure of all nodes in the
group. For exanple, all routers in a building can be considered as a SRNG group
because the failure (e.g. power failure in the building) can cause all routers to
fail. Two data paths are said to be SRNG disjoint if no nodes along the two paths
bel ong to the same SRNG under consi derati on.

The SRLG and SRNG concepts work well for a flat network topology and can be
extended to hierarchical networks. A flat network can be partitioned into domains
that consist of a set of nodes and associated |inks. The partition can be based on
topol ogi cal, technological, or administrative reasons. The |inks between domains
are the links between the edge nodes in different domains. Each domain can be
further partitioned into sub-domains. Such partitioning can be repeated until the
granularity of the domains reaches a certain |evel, thereby, generating a network
hierarchy. In hierarchical networks, a donmain is a logical node that has a set of
ports corresponding to the inconm ng and outgoi ng |inks.

Domain is an useful logical structure for the description of the networking
function and capability. W can treat a donain as a sub-network cloud conposed of
a set of ports and sub-network connections (SNC) between the ports. The topol ogy
details of the domain can be ignored and its networking functions can be defined
by the virtual |inks across the domains that are terninated at the ports.

We define a risk domain to be a network domain associated with a defined risk type
for which the occurrence of the risk event can cause the failure of the domain in
terns of the link connection. The domain risk can be quantitatively indicated by a
risk factor that represents the probability of the failure occurrence. Another
concept we can associate with a domain is the capability of the dommin, which
defines the type of the connections the domain provides. The capability can be
defined based on the quality attributes of its sub-network connections, such as
protection type, path quality, etc. For exanple, a SONET BLSR ring is a domain and
the SNC I|inks between all ADM ports of the domain have a 1:1 protection
capability.



W define a Shared Risk Goup as a risk domain with associated risk factors and
domain capabilities. Simlar to SRLG there is an SRG identifier associated with
the shared risk group for the risk type under consideration. It is inportant to
note that the SRG concept not only defines a shared risk group of nodes and I|i nks,
but also defines the preference level in terns of path selection by considering
the risk level and path quality. SRG is essential in supporting hierarchical
routing in which a domain level path can be calculated first and then expanded
wi thin each domai n.

4. Applications of SRG

The SRG concept is an evolving notion from SRLG In the past, SRLG has been used
by carriers for diversity planning. However, the original SRLG concept has a
l[imted use and is not able to handle sone inportant risk types and path planning
requi renents. Some of the application scenarios include:

— In planning diverse paths, link diversity is essential, but it can’t handle
node failures such as central office break-downs due to fire, |oss of power,
etc. We need to have node-di sjoint path planning capability.

- Some risks are associated with Ilarger geographic areas such as netros,
regions, etc. W need to have nuch coarser granularity of network structure
than |inks and nodes to handl e these risk avoi dance issues. Exanples include
eart hquake or flood prone areas and areas with certain radius of nuclear
power plants, etc.

- |In sone cases, there is a lack of true diverse fiber routes. For exanpl e,
a tunnel or a bridge may be used by carriers as the only fiber route across
certain rivers or nountains. In other cases, a custoner may be willing to
tolerate larger risk by considering parallel fiber routes in proximty. In
these cases, we need to have the capability to select a path with ninimm
failure risk.

- Carriers may want to take advantage of the protection or restoration
capabilities of certain sub-networks such as BLSR SONET ring as a protected
“diverse” fiber sub-network connections as long as different access points
are used.

SRG and Pat h Pl anni ng:

The SRLG SRNG and the generalized SRG concepts can be utilized to support two
maj or categories of applications for path selection and pl anni ng:

1. One is diverse path conmputation where the goal is to compute two or nore
mutually |ink-disjoint, node-disjoint or risk-disjoint (SRLG SRNG or SRG
di verse paths between two end points and
2. The other is preferred path conmputati on where the goal is to find an explicitly
routed path that satisfies one or nore of the constraints in the follow ng
possi bl e formats:
— Inclusive resource list: a list of physical or |ogical network structures
(node, link, domain or risk type) part or all of which ought to be
i ncluded in the selected path.
- Exclusive resource list: a list of physical or |ogical network structures
(node, link, domain or risk type) that have to be excluded for the
consideration for the selection in the path route.



— Path quality list: a set of network capability types or risk levels that
have to be nmet cumul atively end-to-end on the sel ected path.

Sonme of possibl e business applications that can be used to illustrate the usage of
the path conputation nodel nentioned above are as foll ows:

- Protected <circuit provisioning: Carriers usually can sell ei t her
protected or wunprotected circuits to their custoners. For a protected
circuit, a secondary protection circuit that is at |east physically
diverse fromthe primary circuit should be conputed and provisioned. The
protection schene can be either 1+1 or 1:1 depending upon the custoner’s

needs and affordability. In this case, SRLG associated with the fiber
conduit or right-of-way (RON can be used to support the diverse path
pl anni ng.

— Preferably routed circuit provisioning: Carriers are under increasing
pressure to provide nore val ue-added services to their custoners. One way
to offer such services is to allow the customer sone level of control as
to how their circuits should be routed. It is absolutely essential that
the carriers do not have to disclose their network topologies to their
customers. However, they can define risk domains at city level or netro
sub-network | evel and allow custonmers to have a rough view of the network
reach and capability wi thout giving the custoner detailed visibility into
their network topology, thereby allowing custoners to select circuit
route at the defined domain level. Note that the carriers can define
domai ns as SRG based on their needs. The domain |evel network topology
may not reflect the true topol ogy of the network

— Preferred quality circuit provisioning: High availability and reliability
is one of the nobst inportant attributes of the transport network.
Customers, internal or external, often request circuits with carrier
grade or 99.999% (five 9's) reliability. To support provisioning of this
type of circuits, the carriers can associate SRG (their capability and
risk attributes) with each |link and node. Since a failure probability
can be used to calculate the reliability of each network elenent (link
and node) along the path, an end-to-end path-level reliability could be
derived.

SRG | nfor mati on:

Currently, manual provisioning techniques are enployed to ensure path routing
diversity. This is slow, tedious, and tinme consumng. The preferred path routing
applications are very simlar to the constraint-based routing, which should be
directly applied to solve the preferred path selection problens for sinmple flat
networ k topol ogi es. Mre advanced applications based on the SRG concepts need a
new franmework to support them

There are several gating issues that need to be resolved before we can
successfully apply the SRG concept to the diverse path and preferred path planni ng
probl ens. Among them are two mmjor issues: risk nodeling and SRG dat abase creation
and nanagenent .

Risk nodeling is the analysis of business application risk requirenents. The
objective is two fold. On one hand, we need to determ ne how the network resources
should be partitioned or grouped into a hierarchical domain topology that wl
nmeet the application requirenents. On the other hand, we need to identify all the
shared risk conponents, capabilities and risk factors that can be associated with
each one of the defined domain objects.



Depending upon the application, the defined shared risk conponent could vary
greatly. For exanple, routing diversity can have different meanings and criteria
dependi ng upon the actual application requirenents. If the application requires
two diverse paths not to share the conduit or right-of-the-way (ROWN, then the
shared risk conponent will be the conduit or the ROW attributes to be associated
with each fiber Iink. Qobviously the conduit and ROWare different in scope.

The SRG database is the key in successful inplenmentation of the diverse path and
preferred path routing applications. However, creating and maintaining the SRLG
SRNG and SRG databases is a very challenging and difficult task. Some of the
difficulties lie in:

- A huge anpbunt of SRG data needs to be created and maintained. As
discussed in [8], to create the SRLG data for |ink diverse path
provisioning in a carrier network of hundreds of cross-connect nodes, at
| east one order of nagnitude higher nunber of SRLG specific “nodes” need
to be considered. This is because many places along the fiber path such
as fiber cross points, anplifiers, fiber splicing points, etc. becone
fiber span termination points and each span is the unit of network
structure for SRLG consi deration purposes.

- There are many different SRG s corresponding to different type of risk
considerations. A shared risk donmain can belong to nultiple SRGs and a
SRG can be associated with nultiple risk domains. This nany-to-nany
relation has multiplying effect in terms of the SRG data that need to be
created and nai nt ai ned.

- The nature of the SRG does not lend itself to a self-discoverable
process. On the other hand, formation of risk donmai ns and nmappi ng of them
to SRGs normally requires a nmanual process. Even though, there have been
some recent research efforts that tried to automate the discovery of SRLG
as described in [4], general SRG discovery is not yet available. It is
worth noting that, once created, the risk domains, SRGs, and mappi ng
between themtend to be static.

Due to the static nature of the SRG information and the need to incorporate them
into the path selection process, one can either configure themas link attributes
and let the IGP routing protocol advertise and propagate the SRG link attributes
across the network or put theminto a centralized SRG database and let the path
sel ection process query the database when needed.

5. Diversity and SRG

A diverse path conputation algorithmsuch as nodified Dijkstra's algorithm[1] has
three interfaces as shown in Figure 3. It takes inputs from three databases
nanel y, topology, TE, and existing path databases to provide responses to new path
requests. The topol ogy and TE databases are nanaged through routing protocols such
as OSPF, 1SIS or by querying the network managenent system The topol ogy database
contains the nodes, links, and their interconnection. The TE database contains
the properties or capabilities of the network resources. The existing path
dat abase contains the path information, such as the nodes and links traversed by
various paths in the network. Wth the above inputs, a request to find diverse
pat hs between a given source and destination pair with given constraints on path
selection is processed by the algorithm The conputed path could be a conplete
enuneration of all internediate nodes or a partial list of key intermedi ate nodes
bet ween the source and destination pairs. The preceding two options are called



strict explicit path and |oose explicit path, respectively. Once the response is
accepted, the conputed path is recorded in the existing path database.
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Figure 3 Different interfaces to a diverse path conputation algorithm

Traffic Engineering (TE) in IP (Internet Protocol) networks is achieved using MPLS
technology as an overlay on the |IP networks. The success of the MPLS TE concept
has lead to its application in the optical domain as well. By introducing
connection-orientedness in the IP technology, we |oose the automatic hop-by-hop
recovery of data paths in case of failures. Hence, diverse paths are established
bet ween the source and destination MPLS nodes for achieving path resiliency.

The diversity requirenents of carrier transport networks have sone differences
from those of packet (Layer 3 and Layer 2 switching) networks, as presented in
Table 1. Transport networks inherently provide elaborate protection and
restorati on nechanisms. These networks are not always structured in nmnesh
topol ogi es as assuned by the packet networks. Transport networks contain nultiple
sub-l ayers unlike in packet networks. This leads to different strategies for
protection and restoration. At present, in the packet networks only interfaces (or
links in sone sense) have capability assignment, whereas in the transport networks
links, nodes and dommins have capabilities. Therefore, the path conmputation in
transport networks allows nore elaborate inclusive and exclusive constraints as
presented in the table. Al so, since the transport networks are grouped differently
than packet networks, the path conputation nmechanisns may not have the conplete
i nformati on about the topology to conpute both |oose explicit path and strict
explicit path. In the followi ng discussion we denonstrate the useful ness of SRG
concept to address sone of the issues raised by the transport network diversity
requi renents.

Tabl e 1 Conparison of packet and transport networks for diverse path conputation

Cat egory Packet networks Transport networks
I nher ent Not supported Supported (using rings etc.)
protection
Topol ogy Only nesh Mesh, Ri ng, and Mesh- Ri ng
i nt erconnects
Sub- 1 ayers of Single | ayer Mul tiple |ayers
connecti ons




Capability Only to link Li nk, node and domain

assi gnment

Excl usi ve None Li nk, node, SRLG and SRG diversity
constraints

I ncl usi ve Li nk, nodes Li nk, node, and SRG

constraints

Pat h Can conpute only strict | Should conpute strict and |oose
conput ati on explicit paths explicit paths

The concept of SRG can be used in all parts of diverse path conputation nodule as
depicted in Figure 3. SRG can be used to represent any arbitrary subset of the
topology as per the definition provided in the previous section. This helps in
summarizing and hence in reducing the topology database information. SRG
capabilities can be propagated as risk domain capabilities, which will be a part
of the TE database. The path conputation constraints can be enhanced to include or
exclude certain SRGs based on their capabilities. As a final advantage SRG
boundaries can be used during the path conputation to abstract the risk domain
wi thout specifying the explicit nodes in that risk domain. The internal path
t hrough that domain is expanded only during the path setup. This is the so called
| oose path conputation

6. Ri sk assessnent and SRG

Ri sk assessment is defined as the evaluation of the potential risk associated with
the inclusion of a given resource in a given path. For Exanple, consider the
following client requests to the optical network:

- Request a persistent connection with 99.999% (widely known five 9's)
availability or equivalently a downtine of |less than 5 mi nutes per year or

- Request a higher protection for a portion of the traffic (at the expense of
payi ng a higher charge) conpared to other lowpriority traffic.

Such requirements will be translated into constraints in path computation. Such
constraints can be grouped into path selection constraints and path
characterization constraints. The path selection constraints typically dictate
whi ch physical path should be taken to achieve the client’'s availability
requi renents. These requirenments are typically the logical and physical diversity.
The path characterization constraints typically dictate the protection mechani sms
as requested by the client. This can be achieved in the form of optical rings,
mesh protection nechanisns, etc. These constraints can be satisfied using the
link, node, and donain capabilities as discussed in the previous section on
diversity.

The conponents that need formalization in this exanple are specifying the user
requirenents, translating the requirenents into path conputation constraints,
configuring the network in a way that helps in assessing its features (such as the
availability), propagating the information, and finally using information in path
conputation. In the follow ng discussion we address all these conponents except
the specification, which is not in the scope of this paper

A convenient way to achieve risk assessnment is by associating a conditional risk
value with each of the SRGs. Also, by associating a weight factor with the SRGs,
we can change the probability of selecting specific SRGs. This calls for
configuring a risk factor and a weight factor per SRG In addition to the SRG
capabilities, as discussed before, the above values can also be propagated via
routing protocols. Wth the help of these two configuration paraneters, the use of
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typical CSPF algorithns to conmpute a path can be extended to assess the risk
associated with the conputed path. For exanple, if a path traverses SRGs 1, 3, 5,
then one may infer that the risk associated with this path is (Risk 1 x Risk 3 x
Ri sk 5).

7. I nmpl enent ati on gui del i nes

In this section, we summarize the discussion till now by applying SRG concept to
distributed path conputation, an exanple application considered before. These
protocol extensions are considered at length in [9]. As shown in Figure 4, a
typical transport network can be configured into different dommins based on the
capabilities. The topology information of all the domains is not known to the end-
poi nts, which deternmine the constraint-based path for a connection request. In the
foll owi ng paragraphs, we discuss the tasks involved in applying SRG concept during
configuration, routing, path conmputation, and path setup (or signaling).

To achieve diversity in path conputation and risk assessnment, one has to configure
rel evant parameters on the network elenments. A summary of these paraneters is
presented in Figure 4. As a first step, one has to determ ne the domain boundary
based on any of the criteria discussed in Section 3. This is the configuration of
domain to provide a boundary for summarization or hiding the capability
information. This is sinlar to the concept of an area boundary in the existing
IGPs. An SRG value is allocated to this domain. This SRG can be a flat 32-bit
nunber or can have an el aborate encodi ng mechani sm as proposed for SRLGs in [3].
For each SRG a set of capabilities of the domain is assigned. These capabilities
are dependent on the reasons behind the domain creation. For exanple, these
capabilities could be the protection capability of the domain. Reliability
paraneters of a domain such as the risk associated with the domain depends on the
protection and restoration nechanisns inherent to the domain. Since the domain
belongs to a single operator, we can assign these paraneters per mechani sm per
domain. This can be assigned for each type of failure per SRG To influence a
di verse path conputation algorithm one can configure preferred path allocation
paraneters, such as weights to each SRG This weight can be statically configured
once at the initial stage or dynamically deternmined since it can be defined as
additive netric whose individual values are the link TE netrics.
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Figure 4 Configuration in a distributed path conputation across nultiple domains
usi ng SRG

Once the network is operational, the topological and domain infornation is
di ssem nated into the network using the routing protocols, as shown in Figure 5A
As shown in the figure, topology and TE databases host the information about the
i nterconnection of the network elenments and their capabilities, respectively. Note
that abstraction can be achieved in either of the databases. A domain is
represented as an abstract point-to-nmultipoint link for the sake of topology
representation and for path conputation in the routing protocols. This is
exenplified in Figure 5B for the risk domain represented by SRG 11. The exit

points of the domain are interconnected by abstract links called “risk links”.
This notation of abstract links helps in |loose path conmputation. The capabilities
of the risk domain and their current values for each of the risk links are

captured in the TE database as shown in Figure 5C. Wenever there is a change in
the topology or in the capability information, it is propagated throughout the
network by the routing protocols.
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Figure 5 Routing in a distributed path conputation across nultiple domains using
SRG

Once the topology and TE databases are created, the diversity conputation nodul e
can attend to any constraint-based path request. Assune that a request is nade at
node A to conpute a constraint-based path between A and O as shown in Figure 6.
Since the conplete topology between A and O is not known at A, A can conpute
strict explicit path in SRG 9 but only |oose explicit paths through SRGs 11 and 12
(or SRGs 10 and 12, or SRGs 10, 11, 12). The selection of internediate domains
such as (11, 12) or (10, 12) or (10, 11, 12) is based on the conpatibility of the
domains with the constraints posed by the connection request. For the sake of
argunent, assune that the dommin capabilities are not passed across domains. In
such a case, the path conputation nechanisns has to make an arbitrary selection of
SRGs. During the path setup, if the selected domain does not satisfy the
constraints then it has to crankback to the originating node (in this case node
A). The conmputed path, for exanple, <A, E, F, G L, M O is then sent as a
response to be setup either by the network nanagenent system or wusing the
signaling protocols. In case of a signaling protocol, the strict path is setup
from A to Gvia E, F, but the loose segnents G L and M O cannot be expanded.
Hence, when the signaling request reaches G it is expanded by node G for the SRG
11 dommin by referring to its topology and TE databases. Sinmlarly, node M expands
for the | oose segnent M O and then forwards the signaling request.
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Figure 6 Path computation and signaling in a distributed path conputation across
mul ti pl e domai ns usi ng SRG

8. Concl usi ons

In this paper the diversity principles of link, node and SRLG are extended to
domain diversity using SRG concept. Many real-world applications are presented to
notivate the concept of SRG We introduced the assignment of capabilities to
domai ns and denonstrated how this can be used in achieving diversity with both
i nclusive and exclusive constraints. W then argued how transport |evel diversity
can be used in diverse path conputation using the SRG concept. Risk associated
with a path can also be assessed using the reliability parameters that are
assigned to an SRG At the end, we glued all these concepts together for a
di stributed path conputation application.
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