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termines the responsiveness of the system. Sources, destina-
tions, and switches may wish to increase Nrm if their processing
power is limited, or if they wish to minimize rate variations of
the ABR connection, or increase the data cell frequency. They
may wish to decrease Nrm if fast rate changes are desirable, and
responsiveness to network feedback is advantageous. At high
data rates, a small RM cell interval can result in high frequency
rate variations caused by the ABR feedback. If real-time video
traffi is transported over ABR (which we have shown is feasi-
ble with the correct parameter choices [11]), rate variations must
be minimized to reduce variations in the quality of service. One
way of reducing the ABR rate changes is to send RM cells less
frequently, i.e., set Nrm to a large value, instead of 32. Sending
RM cells at end of each video frame is one possible option.
We build a complete ATM simulation model which includes

all six service categories, and various application traffi mod-
els, and switch rate allocation algorithms. We use this model to
vary Nrm and examine the allowed cell rates at the sources, the
queue lengths at bottleneck switches, the link utilizations, and
the throughput at the destinations. Since the Nrm value must be
a power of two that is allowed to range between 2 and 256 [2]),
we conduct experiments with all the allowed Nrm values (2, 4,
8, 16, 32, 64, 128 and 256). However, we only show the simu-
lation results for Nrm = 8 and 256 here. This is because values
smaller than 8 incur a very high control cell overhead and are
not very realistic; and 256 is the maximum allowed value. In
our simulations, all links are 155.52 Mbps. The initial cell rate
(ICR) of all sources is set to 150 Mbps, while the remaining
ABR parameters are set to their default values as given in the
specifications In particular, note that the value of the rate in-
crease factor (RIF) parameter is set to 1/16. The ERICA [7]
scheme is used in this study, with switch averaging interval set
to a fi ed time of 5 ms, and target utilization set to 90% of the
link capacity. The configuratio simulated consists of two ABR
sources: source 1 sends data at its ACR throughout the simula-
tion, while source 2 is a transient source that comes on at 100 ms
and sends data for about 100 ms. All link lengths are 1000 km.
The main aim of this simple dumbbell configuratio is to test
the effect of Nrm on responsiveness of the system.
ABR performance for this transient configuratio is shown in

figure 3 and 4 for Nrm = 8 and 256. We show the ACRs of the
two sources, and the link utilization at the bottleneck link. In
all cases, source 1 ACR is rapidly reduced to its target value of
about 140 Mbps. When source 2 starts sending data, the ACRs
of both sources are reduced to 70 Mbps. When source 2 stops
sending data, the ACR for source 1 returns to 140 Mbps. There
is a difference in the rate of increase of ACR for the Nrm val-
ues. Since RIF is set to 1/16, the ACR increases in steps on
the receipt of every BRM cell. Since the source receives BRMs
more frequently with Nrm = 8 versus 256, the ACR for source 1
reaches 140 Mbps fastest in this case. The overhead with small
Nrm values is quite high, however. This can be clearly observed
by measuring the throughput at the application layer at the des-
tinations (these plots are not shown here). Another interesting
observation is that for smaller Nrm values, source 1 does not
start rising as rapidly as with larger Nrm values, because the
high RM cell overhead causes the data of the second source to
take a longer time to be transmitted, and hence the two sources

TABLE II
INTER-RM CELL TIME FOR DIFFERENT SPEEDS AND NRM

Total ABR DS0 T1 OC-3 OC-24
Capacity 64 kbps 1.5 Mbps 155 Mbps 1.2 Gbps
Nrm = 8 0.5 s 24 ms 24 M s 3 M s
Nrm = 32 2.3 s 96 ms 96 M s 12 M s
Nrm = 256 18.4 s 768 ms 768 M s 96 M s

must share the bottleneck link for a longer time. Table II shows
the variation of inter-RM cell time with link speed and with Nrm
value. The source is assumed to be sending at link rate for the
values shown in the table. A general heuristic is to use Nrm of
32 at speeds below OC-3 and to use Nrm of 256 for OC-3 and
higher speeds.

Trm. The Trm parameter is used with low rate sources: Trm
is compared to the time elapsed since the last in-rate FRM cell
was sent. Sources may be limited to a low ACR due to high
amplitude VBR traffi sharing the same resources as the ABR
connection, a large number of ABR sources, or low bottleneck
link speeds (T1 links). Smaller Trm values result in shorter time
between RM cells, leading to faster transient response (rise from
low rate to high rate). Small Trm values, however, increase
overhead with low rate sources. The choice of Trm depends
on the link speed. For example, at a rate of 155 Mbps, the inter-
cell time is 2.7 M s, while at a rate of 1.5 Mbps, the inter-cell
time is 270 M s, and at a rate of 2.4 Gbps, the inter-cell time is
0.42 ns. Thus, a Trm value of 100 ms seems more appropriate
for 1.5 � 155 Mbps than with higher (2.4 Gbps % ) speeds, where
a Trm of 100 ms is too long to wait before sending an FRM cell
to sense the state of the network. Trm should be reduced in such
cases. The switches or destination can compare Trm to the in-
ter cell time calculated as the reciprocal of the negotiated PCR
(which may indicate the bottleneck link bandwidth). A good
heuristic value for Trm is: � F - � G� ! # ��� . One choice of �
can be G�� ������� ���	�I�
 . This is based upon the intuition that 100 ms
was observed to be suitable for OC-3 links (2.7 microsecond =
0.0027 millisecond inter-cell time). Trm is independent of the
round trip time, i.e., whether the connection is local to a LAN,
crosses a WAN, or traverses a satellite link of hundreds of mil-
liseconds delay. This is because Trm is compared to the time
since the last in-rate FRM cell was sent, so it is independent of
the time the RM cell reached the destination, or the time the RM
cells returns back to the source.
We experiment with Trm values of 1 and 100 ms with low

rate sources. Our multi-class scheduler at ATM switches gives
VBR traffi higher priority than ABR. We model VBR as a sim-
ple on/off source with 20 ms periods, and 138 Mbps peak rate.
Simulation results (see figur 5) illustrate that in this case, ca-
pacity remains unused for a long time for large Trm values (100
ms), after VBR stops and capacity for ABR becomes available.
Lower Trm values increase RM cell frequency and reduce re-
sponse time. This is especially important for small or zero min-
imum cell rate connections.
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Fig. 3. Results for a WAN transient configuration Nrm = 8
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Fig. 4. Results for a WAN transient configuration Nrm = 256
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(b) Trm = 1 ms

Fig. 5. Link utilization results for two sources and VBR in a WAN

IV. RATE INCREASE AND DECREASE FACTORS

Role. The rate increase factor (RIF) and rate decrease factor
(RDF) are used in source rules 8 and 9. Source rules 8 and 9 de-
scribe how the source reacts to network feedback. The feedback
consists of the explicit rate (ER), congestion indication bit (CI),
and no increase bit (NI). A source does not simply change its
ACR to the new ER due to the following reasons: (1) If the new
ER is very high compared to current ACR, switching to the new

ER may cause sudden overload in the network. Therefore, the
rate increase factor (RIF) parameter determines the maximum
allowed increase in any one step: RIF � PCR; (2) If there are
any EFCI or relative rate marking (RRM) switches in the path,
they do not change the ER field but set EFCI bits in the cell
headers, or CI and NI bits in RM cells. The destination moni-
tors EFCI bits in data cells, and returns the last seen EFCI bit
in the CI fiel of a BRM. A CI of 1 means that the network is
congested and that the source should reduce its rate by the rate
decrease factor (RDF) parameter. Unlike the increase, which is
additive, the decrease is multiplicative; and (3) The no-increase
(NI) bit handles mild congestion by allowing a switch to spec-
ify an ER and instruct the source not to increase its rate if ACR
is already below the specifie ER. The actions corresponding to
the possible values of CI and NI are:

NI CI Action
0 0 ACR � min (ER, ACR % RIF � PCR, PCR)
0 1 ACR � min (ER, ACR � ACR � RDF)
1 0 ACR � min (ER, ACR)
1 1 ACR � min (ER, ACR � ACR � RDF)

Once the ACR is updated, subsequent cells sent from the source
conform to the newACR value. However, if the earlier ACRwas
very low, it is possible that the very next cell had been scheduled
to be sent a long time ahead. In such a situation, it is advanta-
geous to “reschedule” the next cell, so that the source can take
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Fig. 9. Simulation results for a one source configuration CRM = 32.

For full throughput, TBE must be set so that the number of
cells in fligh is large enough to fil the path both ways. This
number is equal to the round trip time (FRTT) � PCR. The
number of RM cells in fligh (CRM) should be (1/Nrm) of this
value: CRM � FRTT � PCR

Nrm . For 155 Mbps links, CRM should
be greater than or equal to 6144 (550 ms � 365 cells per ms/32
cells). For 622 Mbps links, CRM � 24576 (6144 � 4). For 1
622 Mbps satellite hops, CRM � 24576 � 1 . Since the size of
the TBE parameter is 24 bits and Nrm is normally 32, a 24-bit
TBE allows a 19-bit CRM, which is sufficien in most situations.

Effect of TBE on queue sizes. It had been incorrectly
believed that cell loss could be avoided by simply negotiat-
ing a TBE value below the number of available buffers in the
switches. We show in [4] that it is possible to construct work-
loads where queue sizes could be unreasonably high even when
TBE is very small. TBE limits the queue length only during ini-
tial startup and after idle periods when there are no previous cells
in the network from the same connection. In this case, the queue
length can be given by the following equation: Queue length

�
3 number of sources � � : � -0/21(3 ����� 4 burst size : .
TBE cannot be relied upon during the closed-loop operation

phase of a connection. During this latter phase, the contribution
of a connection to the queue at a switch can be more than its
TBE. The buffer usage at a switch can be more than the sum
of TBEs allocated to active connections. In steady state, rule
6 rarely triggers and is overridden by subsequent explicit feed-
backs. Since the reverse fl w is not stopped completely, the
forward fl w continues and keeps fillin the queues. TBE does
not significantl affect the maximum queue length. Figure 10
depicts ACR and queue lengths for a network consisting of two
ABR and one VBR sources going through two switches to cor-
responding destination. All simulation results use the ERICA
switch algorithm [7] with 90% target utilization. All links are
155 Mbps and 1000 km long. All connections are bidirectional.
The following parameter values are used: PCR = 155.52 Mbps,
MCR = 0Mbps, ICR = min

�
155.52, TBE/FRTT � , RIF = 1, Nrm

= 32, RDF = 1/512, CRM = TBE/Nrm, Trm = 100 ms, FRTT =
30 ms, TBE =

�
128, 512, 1024 � , CDF =

�
0, 0.5 � = � Without

rule 6, With Rule 6 � . The VBR source generates a square wave-
form of 20 ms on and 20 ms off. During the on period, its am-

plitude is 80% of the link rate. The firs VBR pulse starts at t=2
ms. to 42 ms and so on. The scheduler gives preference to VBR.
Figure 10 shows the ABR ACRs and queue sizes for TBE of 128
cells. With just two sources, the queue length (without rule 6)
is of the order of 2500 cells. The situation does not change sig-
nificantl with rule 6. Rule six does trigger during initial start
up, but is not triggered once the fl w is set up (see ACRs). With
TBE of 512 or 1024 cells (not shown), with or without rule 6,
once again the queue length is around 3000 cells. This queue
length is more than that with TBE of 128 but there is no simple
relationship between TBE and queue length.
The reason for the inadequacy of rule 6 in limiting the queue

growth can be explained as follows (figur 7). Assume that a
certain source

'
is sending forward RM cells at an average rate

of
�
cells per second (cps). The RM cells are turned around

by the destination and the backward RM cells are received by'
at a different rate F cps. In this case, the inter-forward-RM

cell time at the source is ��� � while the inter-backward-RM cell
time at the source is ��� F . Source end system Rule 6 will trigger
at
'
if the inter-backward-RM time is much larger (more than

CRM times larger) than the inter-forward-RM time. That is,
if: ��� F	� CRM � 35��� �*: or: � � CRM �&F . In the case of
initial startup, F is zero and so after TBE cells, rule 6 triggers and
protects the sources. Similarly, in the case of a bursty source,
F is zero and rule 6 triggers after TBE cells. However, if the
BRM fl w is not totally stopped and

� < ��� � � F , then the
cells can accumulate in the network at the rate of 3 � � F : �
 F - and not trigger rule 6. In such cases, the queues can grow
substantially. The maximum queue length is a function of PCR,
the target utilization, and the VBR amplitude, multiplied by the
feedback delay [4].

ICR. ICR should be set by the source as desired according
to pricing and the application type. For TCP/IP applications
and lower link speeds, ICR should be close to the peak cell rate
(PCR). Switches should reduce their ICR to reflec their avail-
ability of buffers, as well as the bandwidth available for the con-
nection. ICR is related to the availability of resources as com-
puted during connection setup, and should correspond to the an-
ticipated ACR for the connection at that time. Finally, the source
takes the minimum of that ICR and ���$�� # ��� to correspond to the
rate at which the source should initially send for the firs round
trip or after idle periods, before feedback is received. ICR thus
depends on the bottleneck link speed and the round trip time.

CDF. When source rule 6 is triggered, the source reduces its
rate by a factor of CDF, but not below the minimum cell rate.
That is, ACR � max (MCR,ACR � ACR � CDF), where the
value of CDF can be zero (for no rate decrease), or it can be a
power of two that ranges from 1/64 to 1. This means that after
CRM RM cells are sent (or CRM � Nrm total cells are sent), and
no backward RM cell is received: ACR

�
ACR

,
J
,�� ,�
�� � 3 � �

CDF
:
Note that if rule 6 is triggered once, it usually triggers on

sending successive forward RM cells (as long as no backward
RM cells are being received). Thus, after CRM %

�
RM cells

(or (CRM %
�
) � Nrm cells) are sent: ACR

�
ACR

,
J
,�� ,�
�� � 3 � �

CDF
:���� G Such repeated rate reductions result in an exponential

rate drop when source rule 6 triggers, as long as no feedback is
being received. The smaller the CDF value, the more rapid the
rate decrease. It may be desirable to disable source rule 6 (by
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Fig. 10. Two Sources and VBR on a WAN, TBE = 128 cells

setting CDF to zero) if TBE cannot be set to a reasonable value,
or if TBEmust be set to a small value to decrease ICR. Disabling
rule 6 in this manner, however, risks high cell loss in case of link
failures or congestion collapse. CDF can be set to smaller values
for high speeds and long RTTs to avoid big losses, according
to the application type, confidenc in TBE value, confidenc in
links, and availability of resources.

ADTF. As previously mentioned, the purpose of the ADTF
timeout is to avoid the ACR retention problem that may cause
congestion. ACR retention can cause sudden queue growth of:3�� ��� � source rate

: � feedback delay � 3 number of sources �� : . Connections that disable rule 5 (e.g., by setting ICR=PCR)
can be vulnerable to sudden arrivals. The default value of
500 ms was selected to correspond to the timer granularity used
with most TCP/IP implementations using slow start. ADTF es-
pecially affects bursty traffic ADTF is independent of the bot-
tleneck link speed of the connection since traffi is smoothed in
the ATM network. ��� � � must be greater than � � � to prevent
unnecessary rate reductions for long round trip times. Sources
can set ADTF according to the application traffi characteris-
tics (the expected burstiness of the traffic) Switches can reduce
ADTF if they have limited resources.

VI. OUT OF RATE RM CELLS

Although the tagged cell rate (TCR) is not signaled, we in-
clude a brief discussion on its role and settings.

Role. As stated in source rule 11, the out-of-rate FRM cells
generated by sources are limited to to a rate below the tagged

cell rate (TCR) parameter, which has a default value of 10 cps.
Values. Although higher TCR values improve transient re-

sponse with zero or very low ACRs, since feedback is more
frequent, increased TCR does increase the RM cell overhead
in such cases. Rescheduling becomes important in cases where
ACR is very low and the new ACR will allow cells to be sched-
uled earlier than their previously scheduled time [6]. There
are no guidelines on how to space out-of-rate RM cells. TCR
should depend on the bottleneck link speed, and perhaps a ratio,
such as Nrm, should be used. 10 cps may be too low for very
high speeds, e.g., 2.4 Gbps % . It is better to state that no more
than � %, say ��� � � �;���	� %, of the link bandwidth should be used
for out-of-rate RM cells. The value ��� � � �;� �	� % is based on the
intuition that 10 cps is a good value for OC-3 links (10 cps out
of 365 cells per millisecond).

VII. CONCLUSIONS

Table III summarizes the discussion in this paper. For each
of the parameters, the table indicates what the value the source
end system sets for the parameter, how switches and destina-
tions negotiate the parameter, how the parameter is affected by
link speeds, and how it is affected by the round trip time of the
connection.
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