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iber Distributed Data Interface (FDDI) is a

100-Mb/ Local Area Network (LAN) standard

being developed by the American National

Standards Institute (ANSI)[1]. The standard al-
lows up to 500 stations to communicate via fiber optic ca-
bles using a timed-token access protocol. Normal data traf-
fic as well as time constrained traffic such as voice, video,
and real-time applications are supported. All major comput-
er vendors, communications vendors, and integrated circuit
manufacturers are offering products supporting this stan-
dard.

Unlike the token access protocol of IEEE 802.5, FDDI
uses a timed token access protocol that allows both syn-
chronous and asynchronous traffic simultaneously. The
maximum access delay, the time between successive trans-
mission opportunities, is bounded for both synchronous
and asynchronous traffic. Although the maximum access
delay for the synchronous traffic is short, that for asynchro-
nous traffic can be long depending upon the network con-
figuration and load. As is shown later, unless care is taken,
the access delay can be as long as 165 s. This means that a
station wanting to transmit asynchronous traffic may not
get a usable token for 165 s. Such long access delays are
clearly not desirable and can be avoided by proper setting
of the network parameters and configurations. Target
Token Rotation Time (TTRT) is one such parameter. The
effect of this parameter on various performance metrics was
investigated and guidelines for setting its value were devel-
oped.

TIMED TOKEN ACCESS METHOD

A token access method, for example, the one used on
IEEE 802.5, works as follows. A token is circulated around
the ring. Whenever a station wants to transmit, it waits for
the token arrival. Upon receiving a token, it can transmit
for a fixed interval called the Token Holding Time (THT).
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After the transmission, the station either releases the token
immediately or after the arrival of all the frames it trans-
mitted. Using this scheme, a station on an »n station ring
may have to wait as long as an n x THT interval to re-
ceive a token. This may be unacceptable for some applica-
tions if #n or THT is large. For example, for voice traffic
and real-time applications, this interval may be limited to
the 10-20 ms range. Using the token access method severe-
ly limits the number of stations on the rings.

The timed token access method, invented by Grow[2],
solves this problem by ensuring that all stations on the ring

Unlike the token access protocol of
IEEE 802.5, FDDI uses a timed token
access protocol that allows both
synchronous and asynchronous traffic
simultaneously.

agree to a TTRT and limit their transmissions to meet this
target as much as possible. There are two modes of trans-
mission: synchronous and asynchronous. Time-constrained
applications such as voice and real-time traffic use the syn-
chronous mode. Traffic that does not have time constraints
uses the asynchronous mode. The synchronous traffic can
be transmitted by a station whenever it receives a token.
The total time of transmission per opportunity is, however,
short, and it is allocated at the ring initialization. The asyn-
chronous traffic can be transmitted only if the token rota-
tion time is less than the target.

This article is a modified version of the paper[5] presented at ACM
SIGCOMM, Philadelphia, PA, September 1980.
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Fig. 1. Efficiency as a function of TTRT.

The basic algorithm for the asynchronous traffic is as
follows. Each station on the ring measures the time since it
last received the token. The time interval between two suc-
cessive receptions of the token by a station is called the
Token Rotation Time (TRT). On a token arrival, if a sta-
tion wants to transmit, it computes a THT:

THT = TTRT — TRT

Here, TTRT is agreed on by all stations on the ring. If
THT is positive, the station can transmit for this interval.
At the end.of transmission, it releases the token. If a station
does not use the entire THT allowed, other stations on the
ring can use the remaining time by using the same algorithm.

Notice that even though the stations attempt to keep
TRT below the target, they do not always achieve their
goal. It is possible for TRT to exceed the target by as much
as the sum of all synchronous transmission-time allocations.
Actually, the synchronous time allocations are limited so
that their sum is less than TTRT. This ensures that the
TRT is always less than two times TTRT.

PERFORMANCE PARAMETERS

The performance of any system depends upon the work-
load as well as the system parameters. There are two kinds
of parameters: fixed and user settable. Fixed parameters are
those that the network manager has no control over. These
parameters vary from one ring to the next. Examples of
fixed parameters are cable length and number of stations. It
is important to study performance with respect to these pa-
rameters since, if it is found that performance is sensitive
to these, a different guideline may be used for each set of
fixed parameters. The settable parameters, which can be set
by the network manager or the individual station manager,
include various timer values. Most of these timers affect the
reliability of the ring and the time to detect malfunction.
The key parameters that affect a performance are the
TTRT and the synchronous time allocations.

The workload also has a significant impact on system
performance. One set of parameters may be preferable for
one workload but not for another. The key parameters for
the workload are: the number of active stations and the
load per station. By active we mean stations that are either

Table I. Maximum Access Delay and Efficiency as a Function of TTRT

Maximum Access Time in

TTRT Seconds

Percent Efficiency

transmitting or waiting to transmit on the ring. There may
be a large number of stations on the ring, but only a few of
these are generally active at any given time. The active sta-
tions include those that have frames to transmit and are
waiting for the access right, that is, for a usable token to ar-
rive along with the currently transmitting station, if any.

In this article, the performance has been studied under
asynchronous traffic only. The presence of synchronous
traffic will further restrict the choice of TTRT.

PERFORMANCE METRICS

The quality of service provided by a system is measured
by its productivity and responsiveness[3]. For FDDI, pro-
ductivity is measured by its throughput and responsiveness
is measured by the response time and access delay. The re-
sponse time is defined as the time between the arrival of a
frame and the completion of its transmission (“first-bit in”
to “last-bit out™). Since this includes queuing delay, it is a
meaningful metric only if the ring is not saturated. At loads
near or above capacity, the response time reaches infinity
and.does not offer any information. With these loads, the
access delay, which is defined as the time to get a usable
token (“want-token” to “get-token” interval), is more mean-
ingful.

The productivity metric that the network manager may
be concerned with is the total throughput of the ring in Mb/
s. Over any reasonable interval, the throughput is equal to
the load; that is, if the load on the ring is 40 Mb/s, the
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Fig. 2. Access delay as a function of TTRT.
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throughput is also 40 Mbss. This, of course, does not hold if
the load is high; for example, if there are three stations on
the ring, each with a 100 Mb#/s load, the total arrival rate is
300 Mb/s and the throughput is obviously much less. Thus,
the key metric is not the throughput under low load but the
maximum obtainable throughput under high load. This lat-
ter quantity is also called the usable bandwidth of the net-
work. The ratio of the usable bandwidth to nominal band-
width (100 Mb/s for FDDI) is defined as the efficiency.
Thus, if for a given set of network and workload parame-
ters, the usable bandwidth on FDDI is never more than 90
Mb/s, the efficiency is 90% for that set of parameters.
Another metric that is of interest for a shared resource,
such as FDDI, is the fairness with which the resource is al-
located. Fairness is particularly important under heavy
load. However, the FDDI protocols have been shown to be
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Fig. 4. Efficiency as a function of ring extent.
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fair provided the priority levels are not implemented.
Given a heavy load, the asynchronous bandwidth is equally
allocated to all active stations. In the case of multiple prior-
ity implementation, Dykeman and Bux[4] have shown that
the protocol is not fair in the sense that it is possible for
two stations with the same priority and same load to get
different throughput depending upon their location. Low
priority stations closer to high priority stations may get a
better service than those further down stream. A single pri-
ority implementation is assumed here to keep the analysis
simple. Such implementations have no fairness problems
and, therefore, this metric will not be of concern anymore
in this article.

Two different methods have been used to analyze per-
formance: simulation and analytical modeling. Analytical
modeling is used to compute the efficiency and access delay
under heavy load. A simulation model is used to analyze
the response time at loads below the usable bandwidth. The
response time does depend upon the arrival pattern and,
therefore, a particular workload is used, which is described
in the next section.

SIMULATION WORKLOAD

The workload used in the simulations was based on an
actual measurement of traffic at a customer site. The chief
application at this site was Warehouse Inventory Control
(WIC). Hence, the workload is called the “WIC workload.”
Measurement on networks have shown that when a station
wants to transmit, it generally transmits not one frame, but
a burst of frames. This was found to be true in WIC work-
loads as well. Therefore, a “bursty Poisson” arrival pattern
is used in the simulation model. The interburst time used
was one ms and each burst consisted of five frames. The
frames had only two sizes: 65% of the frames were small
(100 bytes) and 35% were large (512 bytes). A simple calcu-
lation shows that this workload constitutes a total load of
1.23 Mb#ss. Forty stations, each executing this load, would
load an FDDI to 50% utilization. Higher load levels can be
obtained either by reducing the interburst time or by in-
creasing the number of stations.!

"The measured interburst time was approximately eight ms. It was scaled
down to represent more powerful processors and to get meaningful re-
sults while keeping the number of stations in the stimulation small.
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A SIMPLE ANALYTICAL MODEL

The access delay and efficiency are meaningful only
under heavy load and, therefore, it is assumed that there
are n active stations and that each one has enough frames
to keep the FDDI fully loaded.

For an FDDI network with a ring latency of D and a
TTRT value of T, the efficiency and maximum access delay
are[5]:

n(T-D)
nT+D
Maximum accessdelay =(n —1)T + 2D (2)

1

Efficiency

Equations 1 and 2 can be used to compute the maxi-
mum access delay and the efficiency for any given FDDI
ring configuration. For example, consider a ring with 16
stations and a total fiber length of 20 km.2 Light waves
travel along the fiber at a speed of 5.085 us/km. The station
delay, the delay between receiving a bit and repeating it on
the transmitter side, is of the order of 1 us per station. The
ring latency can, therefore, be computed as follows:

Ring latency D = (20 km) x (5.085 ps/km)
+ (16 stations) x (1 us/station)
= 0.12 ms

Assuming a TTRT of five ms, and all 16 active stations,
the efficiency and maximum access delay are:

. 16(5 —0.12)
Efficiency = ———————— = 97.5%
16 X5+ 0.12
Maximum access delay = (16 — 1) x 5 + 2 x 0.12
= 75.24 ms

Thus, on this ring the maximum possible throughput is
97.5 Mbys. If the load is more than this for any substantial

2sing a two-fiber cable, this would correspond toa cable length of ten km.

length of time, the queues will build up, the response time
will become very long, and the stations may start dropping
the frames. The maximum access delay is 75.24 ms; that is,
it is possible for asynchronous stations to take as long as
75.24 ms to get a usable token.

The key advantage of this model is its simplicity, which
allows us to immediately see the effect of various parame-
ters on the performance. With only one active station,
which is usually the case, the efficiency is:

T —-D
T+D

Efficiency with one active station =

As the number of active stations increases, the efficiency
increases. With a very large number of stations (n = ),
the efficiency is:

Maximum efficdency = 1 — T

This formula is easy to remember and can be used for “back-of-
the-envelope” calculation of the FDDI performance. This
special case has already been presented by Ulm(6].
Equation 2 also indicates that the maximum access delay
with one active station (n = 1) is 2 D; that is, a single ac-
tive station may have to wait as long as two times the ring
latency between successive transmissions. This is because
every alternate token that it receives would be unusable.

GUIDELINES FOR SETTING TTRT
The FDDI standard specifies a number of rules that
must be followed for setting TTRT:

. The TRT can be as long as two times the target. Thus, a
synchronous station may not see the token for 2 x T.
Therefore, synchronous stations should request a TTRT
value of one half the required service interval. For exam-
ple, a voice station wanting to se¢ a token every 20 ms or
less should ask for a TTRT of 10 ms.

A TTRT =8 ms, Ring Latency=1.773 ms
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Fig. 7. Access delay as a function of active MACs number.
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« TTRT should allow at least one maximum size frame
along with the synchronous time allocation, if any; that is,

TTRT 2 Ring latency + Token time
+ Maximum frame time
+ Synchronous allocation

The maximum size frame on FDDI is 4500 bytes (0.360
ms). The maximum ring latency is 1.773 ms. The token
time (11 bytes including eight bytes of preamble) is
0.00088 ms. This rule, therefore, prohibits setting the
TTRT at less than 2.13 ms plus the synchronous alloca-
tion. Violating this rule (for example, by over allocating
the synchronous bandwidth) results in unfairness and
starvation.

« No station should request a TTRT less than 7_min,
which is a station parameter. The default maximum value
of T_min is 4 ms. Assuming that there is at least one sta-
tion with 7_min = 4 ms, the TTRT on a ring should not
be less than 4 ms.

« No station should request a TTRT more than 7_max,
which is another station parameter. The default minimum
value of T_max is 165 ms. Assuming that there is at least
one station with 7_max = 165 ms, the TTRT on a ring
cannot be more than this value. (In practice, many sta-
tions will use a value of 222 x 40 ns = 167.77216 ms,
which can be conveniently derived from the symbol clock
using a 22-bit counter.)

In addition to these rules, the TTRT values should be
chosen to allow high performance operation of the ring.
These performance considerations are now discussed.

Figure 1 shows a plot of efficiency as a function of
TTRT. Three different configurations called “typical,”
“big,” and “largest” are shown.

The typical configuration consists of 20 Single Attach-
ment Stations (SASs) on a 4 km fiber ring. The numbers
used are based on an intuitive feeling of what a typical ring
would look like and not based on any survey of actual in-
stallations. Twenty offices located on a 50 m x 50 m floor-
would require a 2 km cable or a 4 km fiber.
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The big configuration consists of 100 SASs on a 200 km
fiber. Putting too many stations on a single ring increases
the probability of bit errors[7]. This configuration is as-
sumed to represent a reasonably large ring with acceptable
reliability.

The largest configuration consists of 500 Dual Attach-
ment Stations (DASs) on a ring that is assumed to have
wrapped. A DAS can have one or two Media Access Con-
trollers (MACs). Each DAS is assumed to have two MACs.
Thus, the LAN consists of 1,000 MACs in a single logical
ring. This is the largest number of MACs allowed on an
FDDI. Exceeding this number would require recomputation
of all default parameters specified in the standard.

Figure 1 shows that for all configurations, the efficiency
increases as the TTRT increases. At TTRT values close to
the ring latency, the efficiency is very low, and it increases
as the TTRT increases. This is one reason why the mini-
mum allowed TTRT on FDDI 7_min is 4 ms. This may
lead some to the conclusion that the TTRT should be cho-
sen as large as possible. However, notice also that the gain
in efficiency by increasing the TTRT, that is, the slope of
the efficiency curve, decreases as the TTRT increases. The
“knee” of the curve depends upon the ring configuration.
For larger configurations, the knee occurs at larger TTRT
values. Even for the largest configuration, the knee occurs
in the six to ten ms range. For the typical configuration, the
TTRT has very little effect on efficiency as long as the
TTRT is in the allowed range of 4 ms to 165 ms.

The TTRT is the key network parameter
that network managers can use to
optimize the performance of their FDDI
ring network.

Figure 2 shows the maximum access delay as a function
of the TTRT for the three configurations. In order to show
the complete range of possibilities, a semi-log graph was
uséd. The vertical scale is logarithmic while the horizontal
scale is linear. The figure shows that increasing TTRT in-
creases the maximum access delay for all three configura-
tions. On the largest ring, using a TTRT of 165 ms would
cause a maximum access delay as long as 165 s. This means
that in a worst situation a station on such a ring may have
to wait a few minutes to get a usable token. For many ap-
plications, this could be considered unacceptable; therefore,
a smaller number of stations or a smaller TTRT may be
preferable.

Response time will now be considered. Figure 3 shows
the average response time as a function of the TTRT. The
WIC workload was simulated at three different load levels:
28%, 58%, and 90%. Two of the three curves are horizon-
tal straight lines indicating that TTRT has no effect on the
response times at these loads. It is only at a heavy load that
the TTRT makes a difference. In fact, it is only near the us-
able bandwidth that TTRT has any effect on the response
time. The summary of the results presented so far is that if
the FDDI load is below saturation, TTRT has little effect.
At saturation, a larger value of TTRT gives larger usable
bandwidth, but it also results in larger access delays. Selec-
tion of TTRT requires a tradeoff between these two re-
quirements. To allow for this tradeoff, two performance
metrics are listed in Table I for the three configurations. A
number of TTRT values in the allowed range of four ms to
165 ms are shown. It can be seen that a very small value
such as four ms is undesirable since it gives poor efficiency
(60%) on the largest ring. A very large value such as 165
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ms is also undesirable since it gives long access delays. The
8 ms value is the most desirable one since it gives 80% or
more efficiency on all configurations and results in a less
than one second maximum access delay on big rings. This
is, therefore, the recommended default TTRT.

There are a few additional reasons for preferring eight
ms TTRT over a large TTRT (such as 165 ms). First, with
a large TTRT a station may receive a large number of
frames back to back. To be able to operate in such environ-
ments, adapters should be designed with large receive buff-
ers. Although the memory is not considered an expensive
part of computers, its cost is still a significant part of low
cost components such as adapters. Also, the board space for
this additional memory is significant as are the bus holding
times required for such large back-to-back transfers. Sec-
ond, very large TTRT results essentially in an exhaustive
service discipline, which has several known drawbacks. For
example, exhaustive service is unfair. Frames coming to
higher load stations have a higher chance of finding the
token there in the same transmission opportunity, while
frames arriving at low load stations may have to wait.
Thus, the response time depends upon the load: lower for
higher load stations and higher for lower load stations[8].
Third, the exhaustive service makes the response time of a
station depend upon its location with respect to that of high
load stations. The station immediately downstream from a
high load station may get better service than the one imme-
diately upstream.

EFFECT OF EXTENT

The total length of the fiber is called the extent of the
ring. The maximum allowed extent on FDDI is 200 km.
Figures 4 and S show the efficiency and maximum access
delay as a function of the extent. A star-shaped ring with all
stations at a fixed radius from the wiring closet is assumed.
The total cable length, shown the horizontal axis, is calcu-
lated as 2 x Radius x Number of stations. From the fig-
ures, it can be seen that larger rings have a slightly lower ef-
ficiency and longer access delay.? In all cases, the perform-
ance (with TTRT =8 ms) is acceptable.

3The increase on access delay is not visible due to the logarithm scale on
the vertical axis.

EFFECT OF THE TOTAL NUMBER OF STATIONS

The total number of stations includes active as well as
inactive stations. In general, increasing the number of sta-
tions increases the ring latency due to increasing fiber
length and increasing higher sum of station delays. Thus,
the effect is similar to that of the extent; that is, a larger
number of stations on one ring results in a lower efficiency
and longer access delay. Another problem with a larger
number of stations on a ring is the increased bit error rate.
Once again, it is preferable not to construct very large rings.

EFFECT OF THE NUMBER OF ACTIVE STATIONS

As the number of active stations (or MACs) increases,
the total load on the ring increases. Figures 6 and 7 show
the ring performance as a function of the active number of
MAC:s on the ring. A maximum size ring with a TTRT
value of 8 ms is used. The figures show that a larger num-
ber of active MACs on a ring results in a better efficiency
and a longer access delay. It is, therefore, preferable to seg-
regate active stations on separate rings.

EFFECT OF FRAME SIZE

It is interesting to note that frame size does not appear
in the simple models of efficiency and access delays because
frame size has little impact on FDDI performance. In this
analysis, no asynchronous overflow (the extra time used by
a station after THT expiry) is assumed; that is, the trans-
mission stops instantly as the THT expires. Actually, the
stations are allowed to finish the transmission of the last
frame. Assuming all frames are of fixed size, let F denote
the frame transmission time. On every transmission oppor-
tunity an active station can transmit as many as k frames:

[

Here, [1is used to denote rounding up to the next integer
value. The transmission time is kF, which is slightly more
than T — D. With asynchronous overflow, the modified ef-
ficiency and access delay formulae become:

nkF

Efficiency = ————————
aeney = L kF+D)+D

Accessdelay = (n — 1) (kF + D)+ 2D

Notice that substituting kF = T — D in the above equa-
tions results in the same formulae as in Equations 1 and 2.

Figures 8 and 9 show the efficiency and access delay as
function of frame size. Frame size has only a slight effect
on these metrics. In practice, larger frame sizes also have
the following effects:

« The probability of error in a larger frame is larger.

« Since the size of protocol headers and trailers is fixed,
larger frames cause less protocol overhead.

« The time to process a frame increases only slightly with
the size of the frame. A larger frame size results in fewer
frames and, hence, in less processing at the host.

Overall, we recommended using as large a frame size as
the reliability considerations allow.

SUMMARY
The TTRT is the key network parameter that network
managers can use to optimize the performance of their

MAY1991-1EEELTS 21



FDDI ring network. Other parameters that affect the per-
formance are extent (length of cable), total number of sta-
tions, number of active stations, and frame size.

The response time is not significantly affected by the TTRT
value unless the load is near saturation. Under a very heavy
load, response time is not a suitable metric. Instead, maxi-
mum access delay, the time between wanting to transmit
and receiving a token, is more meaningful.

A larger value of TTRT improves the efficiency, but it is
also increases the maximum access delay. A good tradeoff
is provided by setting TTRT at eight ms. Since this value
provides good performance for all ranges of configurations,
it is recommended that the default value of TTRT be set at
eight ms.
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