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5 6
the information contained in the flag, the destination will Data travels over the network in the form of messages.
determine how the source should adjust its output by per- Each message, in turn, comprises a number of packets 13,
forming the control process and then feed this determination each of which includes a data portion 15 and a header 17, as
back to the source in a message carrying the acknowledge- illustrated in FIG. 2. Before a source 7 can send packets 13
ment. On the other hand, if the source has responsibility for 5 10 a destination 7, it will generally obtain from the destina-
processing the information contained in the flag, the desti- tion an indication of the number of packets 13 which it may
nation will transfer the flag to the message carrying the transmit onto the network without further authorization from
acknowledgement back to the source and the source will the destination. This number represents a maximum window
then determine how it should adjust its output by performing size, which effectively sets an upper limit on the rate at

which the source 7 can send packets to the destination 7. The
source 7 then transmits the authorized number of packets
and waits for the destination 7 to indicate that each packet

the control process. 10
In accordance with the control process, the end system

monitors the congestion avoidance flags which it receives to 13 has been successfully received. As the destination 7
determine whether corrective action is called for. If the receives packets 13, it sends back to the source 7 a return
condition of the flags indicates that corrective action is message carrying an acknowledgment which indicates suc-
called for, the end system implements a load adjustment !5 cegsful receipt of the packets 13 and which may permit the
algorithm which causes the rate at which the source is source to send one or more additional packets 13. However,
transmitting packets onto the network to decrease. If, how- the number of packets 13 on the network traveling toward
ever, the condition of the ﬂag indicates that no corrective the destination 7 at any one time will not exceed the
action is called for, the load adjustment algorithm permits maximum authorized window size.

the rate at which the source is transmitiing packets to 20

Each packet 13 passing through a router 9 is part of a

Increase. corresponding stream of traffic. In the embodiment
described herein, each stream of traffic consists of all

BRIEF DESCRIPTION OF THE DRAWINGS packets 13 passing through the router 9 which are associated

. o . . . o 55 With the communication between a specific source and a

The invention is pointed out with particularity in the specific destination, that is, each packet 13 corresponds to a
appended claims. The above, and further, advantages and particular source-destination pair (hereinafter referred to as
aspects of this invention may be attained by referring to the an S-D pair). A stream of traffic, however, may be defined in
following dfetailed descrip-tion taken in conjunction with the other ways depending on the desired traffic control objec-
accompanying drawings, in which: 4o tives for the network. For example, each stream of traffic
FIG. 1 depicts the organization of a network constructed may consist of all packets arriving at the router 9 over a
in accordance with the invention; corresponding link 11, or it may consist of all packets
FIG. 2 depicts the structure of a packet transmitted by an leaving the router 9 over a corresponding link 11. As will
end system shown in FIG. 1; become apparent later, the deﬁnifion of a stream of traffic at
FIGS. 3A, 3B and 3C depict graphs useful in understand- 35 the router 9 relates to how one wishes to allocate the limited
ing the invention; gzslc‘)”u;rclfs of the router among the end systems on the

FIG. 4 depicts a flow diagram illustrating the operation of . . .
a router sholi‘:'n S; n FIG. 11; gram fu g perato In accordance with the invention, each packet 13 includes

FIG. 5 depi fow di illustrating th . £ a congestion avoidance flag 21, which is a field located in the

- 9 depicts a flow diagram illustrating the operation O 40 header 7. The congestion avoidance flag 21 is used by the
an end system shown in FIG. 1; and router 9 to indicate to the end systems whether the router is
_ FIG. 6 depicts another graph useful in understanding the operating beyond an estimated capacity level. The conges-
invention. tion avoidance flag 21 is used in the following way. When
a source 7 sends a packet 13 onto the network, the source 7

DETAILED DESCRIPTION OF AN 45 clears the congestion avoidance flag 21. Then, in accordance
ILLUSTRATIVE EMBODIMENT with a feedback algorithm, described below in connection
with FIG. 4, each router 9 monitors its load, which is the
With reference to FIG. 1, a network comprises a plurality total number of packets 13 it receives per unit time from all
of end systems 7 interconnected through a matrix of routers end systems sending traffic through the router 9, and it
9, which are also known as intermediate systems or gate- sy determines when that load exceeds the estimated capacity
ways. The end systems 7 communicate with each other over level, beyond which the likelihood of congestion may
the network by sending data or messages to each other. increase. When the router 9 detects that its load exceeds the
When an end system 7 sends data to another end system 7, estimated capacity level, it calculates a fair share of the
it is referred to as a source for the data. On the other hand, estimated capacity for each stream of traffic passing through
when the end system 7 receives data, it is referred to as a 55 the router 9 and then conditions the flag 21 on each packet
destination for the data. Since many end systems 7 can both associated with any stream of traffic that accounts for more
send and receive z}gta thev mav function as either a source ___than the _calenlated fair _share nf the_estimated canacitv far
- i —
or a destination. that stream. The flags 21 on all other packets 13 passing
The end systems 7 and the routers 9 are interconnected by through the router 9 are permitted to pass undisturbed.
links 11 over which they transmit the data and other infor- 60 In one embodiment, the destination 7 transfers the flag 21
mation. Each router 9 receives data from a source 7 or from each incoming packet 13 to the return message carry-
another router 9 on one link 11 and switches it to another link ing the acknowledgment which it then sends back to the
11 for transmission to another router 9 or a destination 7, source. In this way, the information placed in the flag 21 by
thereby establishing a path connecting a source with the the router 9 is fed back to the source 7 which can then act
destination intended to receive the transmitted data. Each 65 upon that information. The sources 7, in response, interpret
router 9 may include one or more buffers 19 to temporarily the information presented in the flags 21 of incoming return

store data sent to it by the sources 7. messages carrying the acknowledgements and adjust their
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throughputs in accordance with a control algorithm
described below in connection with FIG. 5.

In the embodiment described herein, the field which
contains the congestion avoidance flag 21 comprises a single
bit. It may, however, comprise more than one bit if, for
example, it is desirable to use the flag 21 to convey more
information about the operating point of the rouier 9 than
can be conveyed using a single bit.

As shown in FIG. 4, the feedback algorithm, which is
performed by the routers 9, includes three separate func-
tions, namely, a detection function 23, a filter function 25
and a feedback selection function 27. The detection function
23 provides an indication of overload on the router 9. The
filtering function 25 determines” when the overload has
lasted long enough to justify corrective action. And the
feedback selection function 27 identifies the end systems 7
which are responsible for the overload condition and enables
the router 9 to set the congestion avoidance flag 21 in
packets 13 being transmitted by those end systems 7, thereby
requesting them to reduce their load demands.

By way of background, the overload condition used in
connection with the detection function 23 is defined in terms
of router performance which can be expressed by three
variables, namely, throughput, response time and power as
a function of load. In general terms, throughput is the
number of packets 13 per unit time that the router 9 transfers
from an incoming link to an outgoing link 11. Response time
is the time it takes for the router 9 to process an incoming
packet 13. And power is throughput divided by response
time. FIGS. 3A,3B and 3C illustrate typical performance
curves for each of these variables.

As illustrated in FIGS. 3A, 3B and 3C, the curves for
these three variables as a function of load typically have two
key points, namely, a knee and a cliff. The location of each
of these points is dependent upon, among other things, the
service rate of the router 9, which is the rate at which the
router can process a packet, i.e. transfer an incoming packet
onto an outgoing link. Below the knee, the total demand of
all end systems 7 sending packets 13 through the router 9 is
less than the service rate; therefore, throughput tends to
increase linearly with load while response time remains
relatively constant. Above the knee, the total demand begins
to approach the service rate with the result that the router’s
buffers 19 begin to fill up with packets being held until they
can be transferred to their destinations. Thus, the rate of
increase of throughput as a function of load begins to drop
and the response time begins to increase significantly.
Finally, at the cliff, which is located at a 1oad level above the
knee, the total demand exceeds the service rate such that the
network experiences a state of congestion in which the
router’s buffers are full, packets are lost and retransmission
is common. The cliff marks the load level at which the
throughput begins to fall off precipitously and the response
time begins to increase drastically.

The load level or throughput at the knee is referred to as
the “knee capacity.” The knee capacity represents an optimal
load for router operation beyond which the router is oper-
ating in an overload condition and router efficiency declines.
It is also the load level about which the invention urges each
router to operate.

With this background, the router 9, as it is receiving and
switching packets 13, also executes the feedback algorithm
depicted in FIG. 4 to determine whether the rate at which it
is receiving packets 13 exceeds the knee capacity. To accom-
plish this, the router 9 determines the queue length, which is
equal to the number of packets which are stored in the
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8

buffers 19 waiting to be processed by the router 9 plus any
packet which is being processed (step 35). The router 9
monitors queue length each transmits a packet 13.

Using the monitored queue length, the router 9 executes
the filter function 25 according to which it calculates an
average queue length and then determines whether the
average queue length equals or exceeds a preselected length.
That is, after processing the filter function 25, the router has
a value which is less sensitive to transitory peaks in queue
length.

In accordance with one aspect of the invention, the router
9 calculates the average of the queue length by using what
is referred to as an adaptive averaging scheme. That is, the
beginning of the time interval over which the average is
calculated advances as a function of the past packet activity
at the router. Typically, transmissions of packets by end
systems 7 occur in bursts and affect queue length at a router
9 in a manner such as is illustrated in FIG. 6. The times t,
and t,, which are designated as regeneration points, repre-
sent the points at which a packet 13 arrives at an idle router
9. The time between the regeneration points represents a
cycle in the router’s traffic and consists of a busy period
followed by an idle period. The busy period is that period of
time during which at least one packet is being served by the
buffer 19. The idle period, on the other hand, is that period
of time during which no packets are being served by the
router 9. The averaging interval starts at the regeneration
point for the previous cycle and ends at the current time in
the current cycle. As the current cycle ends and a new cycle
begins, the start of the averaging interval is shifted up one
full cycle. In this way, the averaging interval always includes
activity from the completed previous cycle as well as a
portion of the current cycle. In executing step 37 of the filter
function 28, the router 9 establishes the averaging interval in
accordance with this method, and then, in step 39 the router
9 uses the averaging interval to calculate the average queue
length.

Next, according to step 41 of the filter function 25, the
router 9 tests the average queue length to determine whether
it is greater than a preselected length. It has been determined
that, regardless of whether the inter-arrival time distribu-
tions and the service time distributions for the router 9 are
completely deterministic or exponential, the knee occurs
when average queue length is equal to one. For other
distributions, this is approximately true. Therefore, a prese-
lected length equal to one is used in one specific embodi-
ment. If the average queue length is greater than one but less
than or equal to an override level, the router 9 moves along
branch 43 and invokes the feedback selection function 27
which identifies specific sources-destination pairs whose
packet transmission rates through the router 9 (i.e. through-
puts) should be reduced and sets the congestion avoidance
flag 21 in all packets 13 associated with those S-D pairs. On
the other hand, if the average queue length is less than or
equal to one, the router 9 does not invoke the feedback
selection function 27 and, instead, moves along branch 45 to
step 47 in which the router allows all packets 13 to pass
through without disturbing their flags 21.

In accordance with another aspect of the invention, the
router 9 overrides the feedback selection function 27 if the
load at the router 9 becomes too large. The override is
carried out in connection with step 41 of the filter function
25. Specifically, if the average queue length from step 39
exceeds an override level, which is set at two in one
embodiment, the router 9 sequences along branch 65 to step
67. In step 67, the router 9 conditions the congestion
avoidance flags 21 on all packets 13 processed by the router
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9. Of course, different override levels can be selected
depending upon the desired performance characteristics of
the system. In any event, the override level is established to
reduce the risk of congestion due to load increases that occur
too rapidly for the seclective feedback function 27 to
adequately respond to them.

In accordance with the feedback selection function 27, to
identify the S-D pairs whose throughputs should be reduced,
the router 9 first calculates the knee capacity for the router
(step 49) and then, iteratively calculates a share of the knee
capacity to be allocated to each S-D pair. Typically, the knee
capacity is some fraction of the service rate of the router 9.
Therefore, the router 9 calculates its knee capacity by first
approximating its service rate and then, multiplying that
approximation by a capacity factor which represents that
fraction. Depending upon the character of the inter-arrival
time distribution, the capacity factor lies between zero and
one. In one embodiment, a capacity factor close to one led
to better performance, so the capacity factor was set at 0.9.

The router 9 approximates the service rate by monitoring
its average throughput (step 51). During the periods when
the average queue length equals or exceeds one, the rate at
which the router 9 transmits packets is limited by the service
rate of the router 9. Thus, average total throughput at the
router is generally a good measure of service rate. In arriving
at the average total throughput, the same averaging interval
is used as was used in the adaptive averaging scheme
described above in connection with the filter function 25.

Based upon the calculated knee capacity, the feedback
selection function 27 allocates a portion of this knee capac-
ity to each of the S-D pairs according to a fairness criterion.
In one embodiment, the selected fairness criterion has three
objectives. First, it fully allocates the knee capacity to the
S-D pairs currently sending packets 13 through the router 9.
Second, to each S-D pair which accounts for a throughput
that is less than or equal to the calculated fair share, it
allocates a share of the knee capacity equal to present
throughput for the S-D pair. And third, to each remaining
S-D pair which accounts for a throughput that is greater than
the calculated fair share, it allocates an equal share of the
remaining, unallocated knee capacity. The feedback selec-
tion function 27 arrives at this distribution through an
iterative procedure.

To implement the fairness criterion described above, the
feedback selection function 27 monitors the throughput
associated with each S-D pair sending packets through the
router (step 53). That is, in step 53, the router 9 determines
the total number of S-D pairs using the router 9 and it
determines the average throughput for each of those S-D
pairs. The averaging interval used to determine average
throughput is the same interval as is used in the adaptive
averaging scheme described earlier. The information from
step 53 is then used to carry out the iterative procedure
which is described next.

At the beginning of the iterative procedure, the router 9
treats knee capacity as an unallocated capacity (step 55).
Then, in the next step 57, the router 9 divides the unallocated
capacity by the total number of S-D pairs obtained from step
53 to arrive at a first estimate of a fair share for each S-D
pair. After that, the router 9 compares the average through-
put for each S-D pair, which was obtained from step 55, to
the first estimate of the fair share to identify those S-D pairs
accounting for throughputs that are less than or equal to the
first estimate of the fair share (step 59).

If the router 9 identifies S-D pairs in step 59, then the
router branches to step 61 in which it allocates to each
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identified S-D pair a share of the unallocated capacity which
is equal to the current average throughput for that S-D pair.
In other words, the router 9 permits all packets 13 associated
with the identified S-D pairs to pass through the router 9
without disturbing their congestion avoidance flags 21. The
identified S-D pairs are then removed from subsequent
iterations of the fair share calculations and the unallocated
capacity is adjusted by subtracting the allocated shares.

Following step 61, the router 9 branches back to step 57
and the procedure is repeated using the most recently
calculated unallocated capacity. That is, the router 9 recal-
culates in step 57 a revised estimate of fair share for each
remaining S-D pair by dividing the unallocated capacity by
the remaining number of unidentified S-D pairs. Next, the
router 9 identifies the S-D pairs accounting for throughputs
that are less than or equal to the revised estimate of fair share
(step 59). As before, the identified S-D pairs are then
removed from subsequent iterations (step 61) and the pack-
ets which are associated with those S-D pairs are permitted
to pass through the router without disturbing their conges-
tion avoidance flags 21.

The router 9 repeats this process until it cannot identify in
step 59 any other S-D pairs that account for throughputs at
the router 9 which are less than or equal to the most recently
calculated revised estimate of fair share. The group of
remaining unidentified S-D pairs then represents all S-D
pairs accounting for throughputs which are larger than the
fair share which was calculated for them. At that point in the
algorithm, the router 9 branches to step 63 in which it sets
the congestion avoidance flag on all packets 13 associated
with the unidentified S-D pairs.

It will be appreciated that, while one particular fairness
criterion has been described, other fairness criteria are
certainly possible and fall within the scope of this invention.
The choice depends upon the desired priorities and objec-
tives for communications on the network. For example, the
streams of traffic passing through the router have been
defined in terms of the throughputs which are associated
with S-D pairs. By defining the streams of traffic differently,
a different allocation of router capacity can be achieved. For
example, if a stream of traffic consists of all packets arriving
at the router over a link regardless of their point of origin,
then the router operating in accordance with this definition
can allocate its limited capacity on a per link basis. In
addition, the described criterion achieves an equal allocation
of available router capacity to each stream of traffic. An
alternative criterion might involve giving priority to certain
streams of traffic. Under that alternative, during periods of
router overload, some streams would be permitted to have a
proportionally larger share of the router’s capacity than
other streams.

During periods of router overload, the router 9 sets the
flag 21 on certain packets 13 in accordance with the
approach described above. As a consequence, certain
sources 7 will ultimately receive a sequence of packets some
or all of whose flags 21 are set, thereby indicating that
communications associated with that source are contributing
to a stream of traffic which is accounting for more than a fair
share of the limited capacity available at the router 9. The
source 7 analyzes the sequence of congestion avoidance
flags 21 which it receives to determine how to adjust its
throughput. For this purpose, the source implements the
control process consisting of three different algorithms, as
shown in FIG. §. First, the source 7 executes a signal filter
algorithm 29 to filter the information contained in the
sequence of congestion avoidance flags and to determine
therefrom whether to allow an increase or require a decrease
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located in the header of packets which are already being
transmitted back and forth to convey data and acknowledge-
ments. As a consequence, the feedback process does not
exacerbate traffic overload conditions when it signals the
need to reduce end system throughput. Second, traffic con-
trol is distributed throughout the network and does not
require a central observer. Third, the embodiment of the
invention described herein exhibits convergence to a stable
load condition which is both efficient and fair. That is, if the
total demand of all of the end systems remains stable and
exceeds the knee capacity of any router, then the scheme
brings the network to a stable operating point at which end
systems get a fair share of the limited resource. In addition,
the scheme brings overall throughput on the network to a
level at which each router on the network is operating at or
below its knee capacity. Moreover, the window size control
brings the network to its stable operating point with a
minimum of oscillation. Finally, the scheme has proven to
be relatively configuration independent and insensitive to
the choice of parameters such as the flag threshold and the
capacity factor.

Additional details regarding the feedback process, the
control process, and the performance of networks embody-
ing this invention are disclosed within the following docu-
ments each of which is incorporated herein by reference:
Congestion Avoidance in Computer Networks with a Con-
nectionless Network Layer, by Raj Jain, K. K. Ramakrish-
nan, and Dah-Ming Chiu, DEC Technical Report TR-506,
Digital Equipment Corporation, June 1987; Congestion
Avoidance in Computer Networks with a Connectionless
Network Layer, Part I: Concepts, Goals, and Methodology,
by Raj Jain and K. K. Ramakrishnan, DEC Technical Report
TR-507, Digital Equipment Corporation, August 1987; Con-
gestion Avoidance in Computer Networks with a Connec-
tionless Network Layer, Part II: An Explicit Binary Feed-
back Scheme, by K. K. Ramakrishnan and Raj Jain, DEC
Technical Report TR-508, Digital Equipment Corporation,
August 1987; Congestion Avoidance in Computer Networks
with a Connectionless Network Layer, Part ITI: Analysis of
the Increase and Decrease Algorithms, by Dah-Ming Chiu
and Raj Jain, DEC Technical Report TR-509, Digital Equip-
ment Corporation, August 1987; and Congestion Avoidance
in Computer Networks with a Connectionless Network
Layer, Part IV: A Selective Binary Feedback Scheme for
General Topologies, by K. K. Ramakrishnan, Dah-Ming
Chiu and Raj Jain, DEC Technical Report TR-510, Digital
Equipment Corporation, November 1987.

Having thus described illustrative embodiments of the
invention, it will be apparent that various alterations, modi-
fications and improvements will readily occur to those
skilled in the art. Such obvious alterations, modifications
and improvements, though not expressly described above,
are nonetheless intended to be implied and are within the
spirit and scope of the invention. Accordingly, the foregoing
discussion is.intended to illustrative only, and not limiting;
the invention is limited and defined only by the following
claims and equivalents thereto.

What is claimed as new and desired to be secured by
Letters Patent of the United States is:

1. A system for signalling congestion status by a station on
a network comprising:

a. means for receiving at said station a plurality of streams
of traffic passing through said network;

b. calculation means for determining if a congestion
avoidance calculation should be begun at the present
time, and if the determination is to begin a congestion
avoidance calculation:
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calculating a fair share of unallocated capacity of said
station for each user,

identifying users which are utilizing less than or equal to
their fair share, and

removing identified users from subsequent iterations and
recalculating unallocated capacity until no further users
can be removed,

c. means for setting a congestion avoidance flag on
packets received from remaining unidentified users;
and

d. means for forwarding a packet having said congestion
avoidance flag set.

2. The system of claim 1 further including means for
transmitting congestion avoidance information to said
remaining unidentified users, said information causing said
users to reduce their packet transmission rates.

3. The system of claim 2 wherein said means for trans-
mitting congestion avoidance information transmits conges-
tion avoidance information to said remaining unidentified
users by transmitting said congestion avoidance information
to one or more selected source end stations associated with
said users.

4. In a network of end systems communicating by means
of transmission and reception of digital information packets
forming at least two different streams of traffic routed
through at least one intermediate system, a method for
identifying streams of traffic which account for a throughput
at an intermediate system that is greater than an-allocated
share of the throughput capacity of said intermediate system,
comprising the steps of:

identifying streams of traffic passing through the inter-
mediate system during a traffic measuring interval;

allocating the throughput capacity of said intermediate
system among streams of traffic passing through said
intermediate system; and

identifying those streams of traffic that account for a
throughput at the intermediate system, during a traffic
measuring interval, that is greater than an allocated
share of throughput capacity of said intermediate sys-
tem;

determining at said intermediate system whether the inter-
mediate system is in an overload condition;

setting at said intermediate system, if it is determined to
be in said overload condition, a congestion avoidance
flag in each information packet that is a constituent of
a stream of traffic identified as accounting for a
throughput at the intermediate system, during a traffic
measuring interval, that is greater than an allocated
share of throughput capacity of said intermediate sys-
tem.

5. The method of claim 4, wherein said step of identifying
those streams of traffic that account for a throughput that is
greater than an allocated share of throughput capacity fur-
ther comprises:

determining the average throughputs of the interval-iden-

tified streams of traffic during said traffic measuring
interval;

in an iterative procedure, starting with an unallocated

capacity equal to an estimated capacity of the interme-
diate system,

further identifying cach interval-identified stream of traf-
fic with an average throughput less than or equal to its
share of unallocated capacity according to a weighted
division of the unallocated capacity among each inter-
val-identified stream of traffic to be considered in a
current iteration;
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subtracting the average throughput of the further identi-
fied streams of traffic from the unallocated capacity
among each interval-identified stream of traffic to be
considered in a current iteration;

subtracting the average throughput of the further identi-
fied streams of traffic from the unallocated capacity;
and

16
removing the further identified streams of traffic from
consideration in the next iteration,
until no further identifications are made, at which point,
the interval-identified streams of traffic which have not
been further identified are identified as streams of
traffic causing an overload condition.

* * % * %*



