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2 Why worry about congestion in high speed networks?

2 When isanetwork congested: High queue or high input?
2 How much bandwidth to allocate each user?

2 What isthe appropriate goal: Avoidance or Control ?

2 Canweget full utilization and still havelow delay?
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Economic Reasons

2 Network isashared resource
Becauseit isexpensive and needed occasionally
(Likealrplanes, emergency rooms)

2 Most costsarefixed.
Cost for fiber, switches, laying fiber and maintaining
them does not depend upon usage
P Underutilizationisexpensive

2 Butoverutilization leadsto user dissatisfaction.
2 Need away to keep the network maximally utilized
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TheEXxplicit Rate Scheme

‘CurrentCeIIRate‘ Explicit Rate I

2 Every Nrm cells, the sources send a control cell

d

q-
q-
q-

ne switches measure load over aperiod
ne destination returnsthe cell to the source
ne switches specify explicit ratein cell

ne source adjuststhetransmissionrate
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OSU Congestion Principles

2 Input rate (and not queue length) istheload measure

Q Transient performance (and not the steady state
performance) ismoreimportant

2 Congestion avoidance (and not congestion control) should
bethegoal
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Which Link iIsMoreQOverloaded?

Link A Link B

Queue | 1000 Queue
Length Length

Time Time
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Answer: |t Depends!

2 Link Speed: OC-120r T1?

2 Control: Rate or Window?
Q = Window, dQ/dt = Rate

2 For Rate Control: Monitor Q growth rate
Link A Link B

A A
Queue | 1000 Queue

Length Length

100
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Conclusions

= | nstantaneous queue length isnot agood indicator
of load for arate controlled system.
Q(t) = Q(t-1) + Input rate - Service rate

= Using queue length astheload indicator in arate

controlled system |eadsto unnecessary
oscillations.

= |nput rate monitoring not only correctly tells
whether the system isoverloaded, it also tellsby
what factor.
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WhyWorry e\bout Transients?

Throughput Steady State
Queue Length
or .
Utilization Transient
|
On most networks: Time

2 Therearenoinfinite sources.

1 Sourcescomeand go

2 VCsmay stay but are mostly inactive
2 Trafficishighly bursty

P Networksareoperating inthetransient region,
most of thetime.
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Burst Performance

Arriva
Rate D ture
T Effective
Throughput
_>‘ |<_ Time
nae ~— Effective
Throughput
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_>‘ }4_ Burst Time
Response
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Legacy LANSVSATM

2 Today’sLANshaveavery fast transient response. Can get
to the peak rate within afew microseconds

2 OnATM LANS:
Wait for connection setup and then...
Everytime, aburst arrives, take several millisecondstoramp

up
2 Q: Given 100 Mbps Switched Ethernet and 155 MbpsATM
at the same price, which onewould you buy?
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Congestion Avoidance

2 Congestion Control: Operation at the cliff

2 Congestion Avoidance: Operation at the knee
Highthroughput, Low delay, Small queues

2 Load = Input rate/( Target Utilization* Capacity)

3, Kne  Clif b~ A
S ' \  Link
o |\ Utilization
- :
= E
>4 : Queue A Time
D Length
a 5
L oad >
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ERICA Switch Algorithm

Explicit Ratelndicationfor Congestion Avoidance
Q Settarget rate, say, at 95% of link bandwidth

2 Monitor input rate and number of activeVCs k
Overload = Input rate/Target rate

ThisVC’ sShare= CCR/Overload
Fairshare= Target rate/ k

ER =M ax(Fairshare, ThisVC’ sshare)
ERIinCell =Min(ERin Céll, ER)

0O 0O 0 o

Ref: R. Jain, etal, “ A Simple Switch Algorithm,”
AF-TM 95-0179R1, February 1995.
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ERICA Features

Measured overload/load at switch

Insensitiveto sourcenot using their allocated rates
Small queuelengthsduring steady state

Fast response dueto optimistic design

Parameters. Few, insensitive, easy

Several options. BECN

Simplified switch algorithm

Optimizedall steps. Eliminated unncessary steps.
Eliminated many parameters

o U o000 0 0 o
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ERICA+: Full Utilization

2 Allowsoperation at any point between the knee and the cliff
2 Thequeuetime can be set to any desired value.
2 Allowsutilizationto be 100%

A
- 100%
S ©— Utilization
s -
= : ;
- : : :
%A Load Sueut?l A Time
8 . . . eng
a soH LA
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ERICA+: Switch Algorithm

Q Target cell rate=Target Utilization x Link Capacity

Q Target Utilization
=fn(Current load, Queuelength, Queuedraintimegoal)

2 Restissimilarto ERICA
Q Features:
0 Queuelengthisbounded during overload

o Noqueueunderflow b Switcheskeep ABR cellswaiting to
betransmitted as soon asthe bandwidth becomesavailable.

0 100% UtilizationevenwithVBR
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Future

| ntermittant sources

Non-conforming sources

Optimal Source Strategy

Out-of-rate cell strategy

Interoperability of different switch algorithm

Virtual Source/destination

Multicast

Implicit feedback schemes: Heterogeneous Networks
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MCong&ctlon Summary

Binary feedback too slow for rate
control

nput rate (not queue length) isa
oad indicator for rate

~ast Transient performanceis
Important

Switch scheme affectsthe
performance
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