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Q Industry trends

2 High-speed network design
2 A Simpleruleof thumb

Q Trendsintraffic

Q Trendsinnetwork topology
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Trend: Telecommunication and Networking

Q Fromcomputerization of telephonetraffic switchingto
telephonization of computer traffic switching.
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Trend: NetworkingisCritical

2 Communication more critical than computing
P BusperformancevsALU speed
b 1/O performancevs SPECMarks

0 User Location:
— 1960: Computer room 1970: Terminal room
— 1980: Desktop 1990: Mobile
Q System Extent:
— 1980: 1 Nodewithin 10 m
— 1990: 100 nodeswithin 10 km
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Q Last10years. Individual computing
Next 10 years. Cooperative computing

Q Past: Corporate networks
Future:

— Intercorporate networks
— National Info Infrastructures
— International Info Infrastructures
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Life Cyclesof Technologies

Number of
Problems Solved
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Life Cyclesof Networking Technology

Number of Hosts
Bytesper Hosts
Number of Networks
MIPS

Memory Size <— Youarehere

Storage
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Trend: Exponential Growth

1,800,000

1,000,000 -

Number of Hosts
onthelnternet

200,000 T
0
A EEERE:
> © S © © © ©
7 O 7 O O O O

TheOhio State University




Trend: Standardization

2 Religion must beforgotten
P Improve on someone else’ sideasas naturally asyours

a Can’'tsucceedalone

b Innovation + Technology partnerships

2 Toimpact: Participatein standardization
Publicationistoo late and insufficient

Q Vertical vshorizontal specialization
b Switch, router, host, applications

Routers

Switches

Hubs

TheOhio State University




TheOhio State University

Challenge: Economy of Scale

Technology isfar ahead of the applications.
|nvention isbecoming the mother of necessity.
We have high speed fibers, but not enough video traffic.

L ow-cost isthe primary motivator. Not necessity.
b Buyer'smarket (Like$99 airlineticketsto Bahamas.)
Why?vsWhy not?

Ten 100-M | PS computer are cheaper than one 1000-MIPS
computer b Parallel computing, not supercomputing
Ethernet wasand still ischeaper than 10 one-Mbpslinks.

No FDDI if it is10 timesasexpensive as Ethernet.
10/100 Ethernet adapters= $50 over 10 Mbps

Q: Given ATM or 100 M bps Ethernet at the same cost,
which network will you buy?
A Ethernet. Proven Technology.



Challenge: Perfor mance

Application Designers IVideo Coding, FTP
Protocol Architects/|mplementers I TCP/IP, UDP
O/S Architects/lmplementers I UNIX,DOS
CPU, Memory, Disk Designers IPentium, Alpha
LAN Interface Designers I Adapters

Media Access (LAN) Architects I FDDI, ATM
Optic Device Designers I Fibers, Lasers

Q Fasterlink* Faster applications
2 Needto consider trendsof all layers
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Protocol Design: Key Parameters
Bandwidth

Backplane Link

Number .
of nodes POTS Distance

Q Twoout of threeistrivia
Q Potential: 25 THz onasinglefiber

Q 1992 Records: 5 Gbpsover 15,000 km
10 Gbpsover 11,000 km
10 Gbpsover 4500 km fiber

Q Borderless society b Increasing distances
Increasing # of nodes
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TheMagicWord: a
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Performance Fundamentals

”'H‘ .

Q Efficiency = Maximum throughput/M edia bandwidth
Q Efficiency isadecreasing function of a
= Propagation delay /Transmissiontime
= (Distance/Speed of light)/(Transmission size/Bits/sec)
= Distance* Bits/sec/(Speed of light)(Transmission size)
Q Bit rate-distance-transmission size tradeoff.

2 Most people cannot visualize bit rate but can see distance
eadlly.
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L essons

Q For any given access method: the throughput (or
efficiency) goesdown aseither the bit rateisincreased,
distanceisincreased, or framesizeisdecreased.

Q If you scalethe bit rate and packet size by the same factor,
all tilizations, delaysremain same.

Q If youincreasethebit rate by afactor of 10 but decrease
the distance by afactor of 10, ff remains same.

Q If youincreasethebit rate by afactor of 10 but increase
theframe size by afactor of 10, ff remains same.

2 Designing ahigh-speed network issomewhat similar to
designing al-speed |ong-distance network.
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Networkingto Mars

Q Distance* speed = constant

a 1 Gh/shetween Boston and San Franciscoissimilar to 56
kb/stoMars

a Earth-Mars Distance/Boston-SF Distance
=49 10°Miles/3128 Miles= 1 Gb/s/56 kb/s

2 Ruleof Thumb: Don't do on ahigh-speed network, what
you wouldn't do on anetwork to Mars.
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What Y ou Wouldn't Do on A Network to Mars?

Media Access.
Q Transmit and wait to hear others (e.g., Ethernet)

2 Holdtokenwhileyour frame goesaround thering
(e.q.,IEEE802.5)

2 Hold entire path whileusing only apart of it (e.g., FDDI)
b Spatial reuse
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What Y ou Wouldn't Do on A Network to Mars?

Transportorlogical-link layer:

2 Drop all packetsif oneislost
b (out-of-order caching)

Q Retransmit all packetswhen just oneislost
b (Selectiveretransmission)

2 Wait for apacket to beresent toyou if it islost
b (Forward Error Correction)

Q Wait until last minuteto order
b (Anticipation, prefetching)

Q Waitfor athree-way (or two-way) handshake before
sending first byte P (Implicit handshake)

Q Summary: Minimizedelay vsmaximizethroughput
b Generationgap
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TrendsinApplications

Q LittleVoice

Q AT&T: 12510130 M calls/day @ 5 min/call 64 kbps
= 28.8 Gbps=1/1000 of onefiber

Q 200 Million X 24 hr/day X 64 kbps=12.8 Tbhps
Q Survey of 1750 businesses:

A 759
Percent of 56%
Voiceon 39%
Public Nets
|
1985 1990 1995 2010

oRef: |EEE Spectrum, August 1992, p 19.
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Video Characteristics

a Size: 1 Hruncompressed HDTV =540 GB = $150/sec

a 1Hrcompressed HDTV=9GB = $2.5/sec
P Needsto be compressed for storage
b Variablebitrate

2 Holdingtime: At 1 Gbps:
— 10Mbimage=10ms

— 1 hour compressed VHS movie =10 secsor less
b Bursty short-livedtraffic
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Electro-optic Bottleneck

Q Bandwidth of fiber =25 THz/window
Bandwidth of electronics= 1-10 Gbps

Q Switchingbottleneck b Optical switching b All-optical
networks

Q Switchesmoreexpensivethan media: Lessswitchesand
morelinks

Q Higher connectivity, lesshops

Q Distributed mediashared switching (like WANSs) and not
distributed

Q switching shared media(likeLANS)

U
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SwitchingvsTransmission
Cost

Switching

M echanical Switches

Microwave & Multiplexing
Electronic Switching

Optical fiber

Transmission

Time
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Shared M ediavs Shared Switches

B L

Q Variable bandwidth/station
Q Cost 1 bandwidth

Q Incremental upgradability
2 Natural spatial reuse
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Summary

ii
2 High-speedlinksiff economy of scale.
Q Bursty, short holding timetraffic.

a Shared-switch distributed-media. No shared-media access.

Q Speed-distance-transmissionsizetradeoff b Don'tdoona
high-speed network what you wouldn't do on anetwork to
Mars.
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