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2 Why worry about congestion in high speed
networks?

1 Seven congestion management functionsinATM
2 Singlebit feedback vsexplicit rate
2 Current ATM forumrulesfor datatraffic
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Why Worry About Congestion?

Q: Will the congestion problem be solved when:
2 Memory becomes cheap (infinite memory)?
2 Linksbecomecheap (very high speed links)?
2 Processors become cheap?

A: Noneof theabove.

No buffer B‘| d age
19.2 kb/s 1 Mb/s
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Conclusions:

2 Congestion isadynamic problem.
Static solutions are not sufficient

2 Bandwidth explosion
P Moreunbalanced networks

2 Buffer shortage isasymptom not the cause.
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Economic Reasons

2 Network isashared resource
Becauseit isexpensive and needed occasionally
(Likealrplanes, emergency rooms)

2 Most costsarefixed.
Cost for fiber, switches, laying fiber and maintaining
them does not depend upon usage
P Underutilizationisexpensive

2 Butoverutilization leadsto user dissatisfaction.
2 Need away to keep the network maximally utilized
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TrafficM anagement Functions

2 Connection Admission Control (CAC):
Verify that therequested bandwidth and quality of service
(Q0S) can be supported.

Q Traffic Shaping: Limit burst length. Space-out cells.

2 Usage Parameter Control (UPC):
Monitor and control traffic at the network entrance.

2 Network Resource M anagement:
Scheduling, Queueing, virtual path resourcereservation

Q2 Priority Control:
Cell LossPriority (CLP) =1 cellsmay be dropped

a Selective Cdll Discarding: Frame Discard
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Traffic M anagement Fns(Cont)

0 Feedback Controls: Network tellsthe sourceto increase or
decreaseits|oad.

o Explicit forward congestion indication (EFCI)
o Explicitrate(ER)
o Backward explicit congestion notification (BECN)

| 22 Mbps

(O~ =0

<«—122Mbps
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Classesof Service

2 ABR/(Availablebitrate): Followsfeedback instructions.
Network gives maximum throughput with minimum | oss.
2 UBR (Unspecifiedbitrate):
User sendswhenever it wants. No feedback mechanism.
No guarantee. Cellsmay bedropped during congestion.

2 CBR (Constant bit rate): User declaresrequired rate.
Throughput, delay and delay variation guaranteed.

2 VBR (Variablebit rate): User declaresaverage and max rate.

o t-VBR (Real-timevariablebitrate): Conferencing.
Max delay and delay variation guaranteed.

o nrt-VBR (non-real timevariablebit rate): Stored video.
Mean delay guaranteed.
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TwoLeading Approaches
2 Credit Based: Hop-by-hop per-V Cwindow
o Static: Full round-trip worth of credit per VC
o Adaptive: Creditsdepend upon activity

Credit

= == ==
Data

2 RateBased: End-to-end ratecontrol
0 Binary: Feedback viacongestionbitincells
o Explicit: Feedback viaresourcemgmt cells

—H—N-—0
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Credit vsRate Debate: | ssues

Per-VC queueing b Switch complexity
Nonscalable

U

Switchvsend-system complexity

Zerocell loss

| sol ation and misbehaving users

Buffer requirements: Full round-tripper VC
Ramp-up time

Switch design flexibility:
Explicitrate b Different goalsinswitches

0o U0 o0 o0 0 O
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Initial Binary Rate-based Scheme

EFCI
’ ’ Destination

2 One-bit feedback

(Concept originated by the DECbit scheme)

2 Explicit forward congestion indicator (EFCI) setto O at
source

2 Congested switchesset EFCI to 1

2 Every nthcell, destination sendsaresource management
(RM) cell to the sourceindicating increase amount or

decrease factor
TheOhio State University Ra Jain
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Binary Vs Explicit Rate

2 Binary (Bit) wasdesigned for window control
One bit indicatesonly up or down
b Takesseveral round-trips
b Longqueuelength=DRate” DTime
P Timeiscritical with rate control

Q2 Longer-distance networks
b Can'taffordtoo many round-trips

2 Bitwasdesigned for connectionlessnetworks
With connection-oriented networks
P Switchesknow cellsof aflow
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TheEXxplicit Rate Scheme

‘CurrentCeIIRate‘ Explicit Rate I

2 Every Nrm cells, the sources send a control cell

d

q-
q-
q-

ne switches measure load over aperiod
ne destination returnsthe cell to the source
ne switches specify explicit ratein cell

ne source adjuststhetransmissionrate
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ERICA Switch Algorithm

2 Explicit Ratelndicationfor Congestion Avoidance
Set target rate, say, at 95% of link bandwidth

Monitor input rate and number of activeVCs k
Overload = Input rate/Target rate

ThisVC'sShare=VC’sCurrent Cell Rate/Overload
Fairshare= Target rate/ k

ER =Max(Fairshare, ThisVVC’ sshare)

ERIinCell =Min(ERin Céll, ER)

O O

0O 0O 0 o

U

Ref: R. Jain, etal, “ A Simple Switch Algorithm,”
AF-TM 95-0179R1, February 1995.
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ERICA Features

Measured overload/load at switch

Insensitiveto source not using their allocated rates

Small queuelengthsduring steady state

Fast response dueto optimistic design

Parameters. Few, insensitive, easy

Several options. Backward Explicit Congestion Notification
Simplified switch algorithm

Optimizedall steps. Eliminated unncessary steps.
Eliminated many parameters

o U o000 0 0 o

TheOhio State University




Outstanding | ssues

Bursty sources. Client server, transactions, WWW
Effect of parameters. Optimal parameter values
Priority servicefor RM cells

Multicast

Connection admission control (CAC)

TCP/IPover UBR

Non-conforming sources

Optimal Source Strategy: Parameter + Out-of -ratecells
Virtual Source/destination

Implicit feedback schemes: Heterogeneous Networks

T CempyrCan DIk O
- - -
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MCong&snon Summary

2 Traffic Management iskey to
successof ATM

2 Several different methods: CAC,
Shaping, UPC, Scheduling, ...

1 Service categories.CBR, VBR,
ABR,UBR

2 Binary feedback too slow for rate
control. Especially for satellites.

- 1 Explicit rate needsto be carefully
examined.
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